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PREFACE

INTRODUCTION

This 15 edition of Atkinson & Hilgard’s Introduction to
Psychology includes several welcome developments to the
text since the publication of the 14™ edition in 2002.
Firstly, the author team has been expanded, and for the
first time includes authors from outside North America,
bringing a fresh international perspective to the textbook.
The established author team of Susan Nolen-Hoeksema,
Barbara Fredrickson and Geoff Loftus has been joined by
Willem Wagenaar (University of Leiden) and Christel
Lutz (University of Utrecht), who have helped to add a
fresh European influence, and create a truly transatlantic
introductory textbook for undergraduate psychology
students wherever they are studying. Mark Reinitz (Uni-
versity of Puget Sound) has also joined the team as a
valuable contributor to this edition.

APPROACH

For those familiar with the content, style and approach of
Atkinson & Hilgard, which was first published in 1953,
this new edition is the next step in the rich history of the
book. As a book with an established reputation on both
sides of the Atlantic, the introduction of European co-
authors has coincided with a move to broaden the inter-
national horizons of the text. Our aim is to increase the
relevance and accessibility of Azkinson & Hilgard to the
many lecturers and students who use the book outside of
North America without diluting the appeal to our long-
standing American readership.

As with previous editions we continue to cover classic
landmark research while also investigating contemporary
cutting-edge research. The classic studies that are the
foundation of psychology are critical for students to
understand and appreciate. We continue to cover these
studies, emphasizing their impact on the field and on our
daily lives. We also acknowledge the tremendous amount of
innovative work that is being done in contemporary psy-
chology. In the 15™ edition, we cover the most promising

For more Cengage Learning textbooks, visit www.cengagebrain.co.uk

new work in psychology, including developments in cog-
nitive neuroscience and research on the brain and behavior,
creative applications of basic research in sensation and
perception, the ‘new wave’ of research on emotion, intelli-
gence, genetic and evolutionary theories of personality, and
social psychological perspectives on culture. The result is a
comprehensive and exciting overview combining the best of
the old and the best of the new in psychology.

WHAT’S NEW?

Each chapter has been carefully revised with the help of
critical review input from specialists in each chapter topic,
in order to ensure that each chapter is thoroughly up-to-
date and contains a careful blend of coverage drawing
from notable trends in psychology from North America,
Europe, and beyond.

Over 350 new references have been added since the
14™ edition, including a mix of very recent research, and
broader coverage of relevant studies in each topic area.
The teaching of psychology is constantly evolving and
careful attention has been paid to ensure that this edition
covers the needs of introductory psychology courses, at
undergraduate level, as they are being taught in 2009.

The Seeing Both Sides features, which present diver-
gent perspectives on specific topics, have been preserved
in the 15 edition and can be found towards the end of
each chapter. Most have been revised by existing authors,
or have been replaced by new debates reflecting current
hot topics of debate. We thank the wide range of highly-
regarded international contributors who have shared their
own research-driven perspectives with us throughout this
edition.

The Cutting Edge Research features have also even
been revised to include new topics, such as the psycho-
logical effects of internet use amongst adolescents, and
how the brain processes optical illusions, and existing
features have been updated to reflect how different areas
of research have evolved in recent years.

All other student-friendly learning features that
underpinned the previous edition have been retained and
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updated to match the new content of the 15 edition.
Each sub-section of each chapter concludes with an
Interim summary and Critical thinking questions allow-
ing readers to break down their study of content into
digestible chunks. Each chapter end with a full summary
of its content and updated weblinks and CD-Rom links to
Psyk.Trek 3.0 (see Supplements section below).

SUPPLEMENTS

A wealth of supplementary resources for students and
lecturers can be found at www.atkinsonhilgard.com.
These include:

Lecturer Resources:
® Instructors Manual containing a range of additional
teaching material for every chapter of the text.

® PowerPoint® Slides for use in teaching, complementing
the content and coverage of each chapter. Slides con-
taining figure and table artwork from the book are also
available.

Student Resources:

® Online question tests and quizzes to check your
understanding of the key concepts from the book.

® Online glossary explaining key terms

® Web exercises

ADDITIONAL RESOURCES

The following CD-ROM-based resources are available to
lecturers who adopt this textbook; please contact your
Cengage sales representative for more information:

PSYK.TREK 3.0

3.0, the latest version of Psyk.Trek is available separately
as a bundle option. Each CD-ROM module provides a
multimedia presentation for teaching each topic, mixing
real-time video, photographs, and animated graphics with
voice-overs, music, and interactive demonstrations of
concepts. Students will also benefit from the Interactive
Study Guide, concept checks, simulations and a multi-
media glossary. Content tie-ins to Psyk.trek 3.0 are pro-
vided at the end of every chapter to help students navigate
their CD-ROM.
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EXAMVIEW®

This testbank and test generator provides a huge amount
of different types of questions, allowing lecturers to create
an on-line, paper and local area network (LAN) tests.
Including over 2000 questions mapped against the
structure of the textbook.
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Concept Review Tables explain psychological concepts in
simple tabular form.

Cutting Edge Research boxes focus on research developments
at the forefront of each chapter topic.

XX

For more Cengage Learning textbooks, visit www.cengagebrain.co.uk



O PETCHOLCGHCAL ISEARCH 1 v | 1T

SEEING BOTH SIDES _
ARE WE NATURALLY SELFISH?

‘W are not naturally seifish
Frarm B M. che Wisa, Ervaey Lirersty

‘Tioman. Evan Fough iha fenm i now sean by Soma o synan-

orensl, harca knowlsdgn of what o sands 1 gan Fom &

TG 8 Y, ELt e s ack,inarticns and howesion,
ey Gt o soleh ot £ 8 oA, melporc
B, Fir e sarte rmisce, £ i inpossils by geres 10 be
b ettt

of seang L

"o e v s raty o g, s i

Ackarm S, 1750

o,
wrgion, A3 S, o meral phioscorer and tater of sco-
s Tomics B sy g des sboss the detncion betwesn el
D i 1062, 10 e o oot . i Cuh
sy mckrn arul selh mothves i Seveh, bncers e 1
et} s worn L 0 Boadl of coreghte sangirt
- mn-mw—-wcwm

n Weo wile ah0u T s homan capooty of
sty

= g of

CHAPTER SUMMARY

T S |

1 Paychology is the scientific sty of belavioe asd

mmital procmes.
2 ﬂummnfp,m‘nnunbemdudullh
Greek philonaphers

presallyBirsosrstBrwy b lesci-ug
wcegam. O of the carfest debates abin bumnas.
purchology Sl on the queition of whether

The biokogical dilfers o the other
viewpoinm i that it principles are pantdy drawn
from  beodogy. iological

amempa g eaplain pychelopal principls
tevms of bological oo i m ksown an modac-
nonnm. Rebavioral

acapuircal thiugh exgesicn ithe nuttute Tewl.
Ssiemtific prychology h’nhummlhlnm
soenth century with the - rnd asd

atoy
et cxsblished by Wilbeks Woands ar the Unic
verity of Leifisig s 1879,
4 Among the carly “whiols” of prycholoy in the

s
rencience s well ai aifective and wcial cognitive
neumasicnr|, ehmionany puchodogy, sl
perchalogy, and puseive prychology.

Dhiing peychakogival reacarch: imulves grmeranng
;Amhﬂnmddumlhmnm

wcthod, When applicable, the experimental
banelt memoan. of cur cwn IEeck. BUR 1 My work On B v 3all

L
o e, T prpuks i bt was, Mareoos, naver kel

e Bl e
s e o] b W rapareas Tl et

thatress Fal | s convrcd) T el Gl 1t Gl G0
PN 1 oMbt -6 BTN O COCDYRtON and k-
e,

el w0 an T amund e o her Shoukder.

B ety Sepicind by kgt m compln e, The

iy Lncau s 83 Dermicr ekt K 15 oo cef

o chenraty wr s frcund 4% O e g
AL Bome anma s CWeRe 8 G wh 8 thal

-pku(nwmul&u-ndndnua:pur
(with

T 83 renw B3 B DOFICU wity, ACETIE Criy i

i, p caine pres:

it s . i, deiding, and peubloes wdving. amd with ot foe oo group of parsisipanis) and 4 control

ol vy coer 10 e, Ve may fink ol 8 wicky Dkl 8y gy iy o e -SUON TORORONS v a8 ot seluting these processes o bebavior. The paycha- Froup twith the hypothesized abaemm o

0 10 cch fes. Dt W s s iy e decinal el Loy, gy B e L anibytic  perspective of pasticipinesl. I the masspula.

i i s vt ol AT T Eufvr b 4 motives wommng from sl and aggrosive tiom of the independsms varisble prsin in 3 -
' — - 0 e g impubes, The subjecrivist - sigmificant difference -

undatyihg moles. q-n-mpu.. o o 15 P pertoer: Boow peaple actively consruct and interpres thest varuble hetwren the cperimental asd contral

5 vermacur g and aocke outede e pecroiogosl persomal history, and currest motivanonal saee. &
tupic ultes can be anabysed from meee
perspectives.

i o chance facturs o @ bew extrome G,
rhan o of thew

Seeing Both Sides essays take a single issue related to each
chapter and explore contrasting areas of debate, emphasizing
the range of perspectives that exist in every area of psychology.

Chapter Summaries condense the key points from each chapter.
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Core concept lists aggregate important terms from each chapter
and definitions of these can be found in the glossary.

Web resources and CD-ROM links provide direction to
multimedia content tied to each chapter
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Visit www.atkinsonhilgard.com for access to the following resources for both students and lecturers:

Lecturers

® Instructor’s Manual containing a range of additional
teaching material for every chapter of the text.

® PowerPoint® Slides for use in teaching, complementing
the content and coverage of each chapter. Slides con-
taining figure and table artwork from the book are also
available.

Students

® Online question tests and quizzes to check your under-
standing of the key concepts from the book.

® Online glossary explaining key terms

® Web exercises

Further resources:

Also available for adopting lecturers:

Psyk.Trek 3.0 student tutorial CDROM, available to be
bundled with this textbook, ask your Cengage Learning sales
representative for more info.

ExamView® CDROM testbank, available to all adopting lec-
turers, ask your Cengage Learning sales representative for
more info.

Ebook

This textbook is also available to buy online in ebook format,
buy the whole book or buy individual chapters. Find out more
at:

www.ichapters.com for North American users
www.ichapters.co.uk for UK and continental European users

1
| = |

(o=

< CENGAGE
Learning

‘

Product Information
Abows. the ook Glossary

LR

Queston 4nd gezoes
[P — Web sxarcises

Eatiubie susf Chas 100 Ty wbabe

xxii

For more Cengage Learning textbooks, visit www.cengagebrain.co.uk

—_—_— e
Students’ Resources

1 groansry Hom m Book W pou 10 Sowmicad » POF tormae '

Questions and quizzes Y
okuy

Tt I Cricl P UNDITIEINaING of I BOCK | iy CONCRDN




ABOUT THE AUTHORS

AUTHORS

, Ph.D. is Professor of
Psychology at Yale University. She received her B.A.
in psychology from Yale University and her Ph.D. in
clinical psychology from University of Pennsylvania.
Nolen-Hoeksema’s research focuses on women’s greater
rates of depression compared to men and on the effects of
rumination in depression. In addition to her peer-reviewed
journal articles, she has published 12 books, including
scholarly books, textbooks and books for lay audiences.
Nolen-Hoeksema has won three major teaching awards
and several awards for her research, including the David
Shakow Early Career Award from the American Psycho-
logical Association (APA), the Leadership Award from the
Committee on Women of the APA, and a Research Career
Award from the National Institute for Mental Health.

, Ph.D. is Kenan Dis-
tinguished Professor at the University of North Carolina at
Chapel Hill, with appointments in Psychology and the
Kenan-Flagler School of Business. She received her B.A. in
psychology from Carleton College and her Ph.D. from
Stanford University. Fredrickson’s research centers on emo-
tions, especially positive emotions and their links to health
and well-being. She has shared her research findings with
scientists and students of psychology through scores of peer-
reviewed journal articles and also with a general audience
through her book, Positivity (2009, Crown). Her research
and teaching have been recognized with several honors and
awards, including the American Psychological Association's
Templeton Prize in Positive Psychology, and the Society for
Experimental Social Psychology's Career Trajectory Award.

received his BA from Brown University,
and Ph.D. from Stanford University. He has been professor
at the University of Washington in Seattle since 1973, as well
as visiting professor at MIT. He served as editor of Memory
& Cognition, associate editor of Cognitive Psychology, and
editorial-board member of various other journals. He has
authored numerous books, book chapters, and articles.
His research concerns human perception and memory,
as well as mathematics, statistics, scientific methodology,

For more Cengage Learning textbooks, visit www.cengagebrain.co.uk

urban design, and video games. He has testified as an expert
witness in approximately 250 civil and criminal legal cases.

is Professor of Experimental
Psychology at Leiden University and Utrecht University,
both in The Netherlands. His main interest is in human
memory and human decision making. He designed the
Tripod safety analysis system which is now the standard
in the international oil industry, and has served as an
expert in over a thousand criminal trials, including the
famous trials against John Demjanjuk in Israel (1987),
and various trials before the Yugoslavia and Rwanda
War Crimes Tribunals.

CONTRIBUTORS

, Ph.D. is a lecturer in Psychology at
University College Utrecht, the Netherlands. She received
her MSc. in physics from Utrecht University and her
Ph.D. in experimental cognitive psychology from the
University of Pennsylvania, where she taught courses in
perception and cognitive psychology. She is a fellow in the
Department of Social Sciences at University College
Utrecht, and has developed courses in experimental psy-
chology and the psychology of human motivation. Her
current research focuses on learning and motivation, and
on the intellectual development of college students.

received his BA from Hampshire College
and his Ph.D. in Experimental Psychology from Univer-
sity of Washington. He served on the faculty at Boston
University for 9 years before coming to University of Puget
Sound, where he teaches classes about Memory, Perception,
and Neuroscience. Although his publications are about per-
ception and memory his interests are highly interdisciplinary:
he has published in Psychology, Geography, Biology, and
Women’s Studies Journals, and supervised Ph.D. dis-
sertations in Psychology, Geography, Accounting, and
Behavioral Neuroscience programs. He regularly visits doc-
toral programs in professional psychology as an accredita-
tion visitor for American Psychological Association. Finally,
he is an avid outdoorsman and loves living in Seattle.

xxiii



For more Cengage Learning textbooks, visit www.cengagebrain.co.uk



ATKINSON & HILGARD

INTRODUCTION
TO PSYCHOLOGY

’A,

»




CHAPTER 1
THE NATURE OF

PSYCHOLOGY




R eading opens the door to education and advancement. What’s the best
way to encourage kids to read? One American chain of pizza restau-
rants believes it has the answer: Reward kids for reading. Kids’ teachers set
monthly reading goals — in terms of books or pages read — and give them Pizza
Award Certificates when they reach the goals. The kid who brings a certificate
to a local participating restaurant gets a free pizza. Parents and teachers say
the program works — it gets their kids to read more. Through this program, for
nearly twenty years kids have been earning pizzas for reading across the United
States. Perhaps you or one of your siblings got a free meal this way.

But is this program PC? Is it ‘psychologically correct’? Let’s see what the
research says. You might already be aware of one of the fundamental tenets of
learning theory: When a reward follows a behavior, that behavior is strength-
ened. In Chapter 7 you’ll see that this powerful influence of rewards is termed
the ! When kids are rewarded with pizzas for reading, they read
more. Seems like a great success, right?

Consider other outcomes — like how kids feel about reading and whether
they continue to read once the pizza program ends. Dozens of psychology
experiments, many conducted in school classrooms, have addressed these
questions. In one classic experiment (Greene, Sternberg, & Lepper, 1976),2
psychologists had teachers introduce several new math games to their students
and then for two weeks simply observe how much time kids spent playing
them. In the third week, kids in some classrooms were rewarded for playing
these same math games, and kids in other classrooms were not. As expected,
the rewards increased the amount of time kids played the math games; the law
of effect held. But what happened several weeks later, when the rewards were
discontinued? The kids who had received rewards suddenly lost interest in
the math games and spent hardly any time on them. By contrast, those who
were never rewarded continued to play the math games regularly.

This experiment demonstrates how rewards sometimes backfire and undermine
kids’ intrinsic interest in activities like reading and math. When people see that
their behavior is caused by some external, situational factor — like a free pizza —
they discount any internal, personal factors — like their own enjoyment of the
activity. So when kids ask themselves why they read, they’ll say it’s for the pizza.

And when there’s no more pizza to be had, they’ll see no particular reason to read.

Throughout this book you will find core concepts printed in bold type with their definitions provided

nearby. A list of these core concepts is also provided at the end of each chapter as a study aid.
>Throughout this book you will also find references, cited by author and date, that document or

expand the statements made here. Detailed publishing information on these studies appears in the

reference list at the end of the book.
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I

Getting kids to read for external reasons — like for free pizzas —
can lead them to discount the contribution of any internal rea-
sons for reading — like their own interest. This overjustification
effect explains why rewarding desired behaviors sometimes
backfires.

Even though they enjoyed reading, the rewards loomed
larger. This undermining influence of rewards is the

— going overboard and explaining one’s
own behavior with too much emphasis on salient situational
causes and not enough emphasis on personal causes.

You might be thinking that grades in college, or uni-
versity, are also rewards for learning. Do they backfire in
the same way as receiving pizza for reading? Not exactly.
One important difference is that the grade you get in a
college course depends on how well you perform.
Research has shown that performance-contingent
rewards are less likely to undermine interest — and at
times can even increase interest — because they tell you
that you are good at an activity (Tang & Hall, 1995).
Even so, a focus on grades can sometimes overshadow the
sheer interest you might have in a subject. It’s useful to
remind yourself that two reasons to study course work
can exist side by side: to get a good grade and to enjoy the
material. It can be ‘both-and’, not ‘either-or’.

Luckily, most students find psychology fascinating. We
do, too, and we do our best to convey this fascination to
you in the pages of this book. Psychology interests people
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because it asks questions that touch virtually every aspect
of our lives: How does the way your parents raised you
affect the way you’ll raise your own children? What is the
best treatment for drug dependency? Can a man care for
an infant as capably as a woman can? Can you remember
a traumatic experience in more detail under hypnosis?
How should a nuclear power plant be designed to mini-
mize human error? What effects does prolonged stress
have on the immune system? Is psychotherapy more
effective than drugs in treating depression? Psychologists
are conducting research to find answers to these and
many other questions.

Psychology also affects our lives through its influence
on laws and public policy. Psychological theories and
research have influenced laws dealing with discrimina-
tion, capital punishment, courtroom practices, pornog-
raphy, sexual behavior, and personal responsibility for
actions. For example, so-called lie-detector tests are not
admissible evidence in U.S. courts because psychological
research has shown them to be unacceptably inaccurate.

Because psychology affects so many aspects of our
lives, even people who do not intend to specialize in it
need to know something about this dynamic field. An
introductory course in psychology should give you a
better understanding of why people think, feel, and act as
they do, as well as insights into your own attitudes and
reactions.

This course will also help you evaluate the many claims
made in the name of psychology. Everyone has seen
newspaper headlines like these:

New Form of Psychotherapy Facilitates Recovery of
Repressed Memories

Anxiety Controlled by Self-Regulation of Brain Waves
Proof of Mental Telepathy Found

Babies Learn Speech Sounds While Snoozing
Emotional Stability Closely Related to Family Size
Sweet Drink May Boost Exam Performance
Transcendental Meditation Extends Life Expectancy
Appearance Concerns Take Mental Toll

How can we decide whether to believe these claims? You
need to know two things to evaluate the validity of psy-
chological claims. First, you need to know what psycho-
logical facts are already firmly established. If the new claim
is not compatible with those facts, you should be cautious.
Second, you need to have the knowledge to determine
whether the arguments that support the new claim meet the
standards of scientific evidence. If they do not, again you
have reason for skepticism. This book aims to meet both
needs. First, it reviews the current state of knowledge in
psychology. It presents the most important findings in the
field so that you know the established facts. Second, it
examines the nature of research — how a psychologist
designs a research program that can provide strong evidence
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for or against a hypothesis — so that you know the kind of
evidence needed to back up a new claim.

In this chapter, we begin by considering the kinds of
topics that are studied in psychology. After a brief review
of psychology’s historical origins, we discuss the

THE SCOPE OF PSYCHOLOGY

can be defined as the scientific study of
behavior and mental processes. An astonishing variety
of topics fit this definition, as can be seen in the brief
examples presented next. (All of these topics are discussed
in more detail at various points in this book.)

It is no surprise that when people suffer brain damage,
their behavior is affected. What is surprising is that
damage in a specific part of the brain may change a
person’s behavior in one way but not in any other ways.
In some cases, for example, people are unable to recog-
nize familiar faces as a result of damage to a particular
region on the right side of the brain — yet they can do
just about everything else normally, a condition called

. A famous example of this condition was
described by neurologist Oliver Sacks (1985) in his book
The Man Who Mistook His Wife for a Hat. In another
case, a man with prosopagnosia complained to a waiter
that someone was staring at him, only to be informed
that he was looking in a mirror! Such cases tell us a lot
about the way the normal brain works. They indicate that
some psychological functions — like face recognition — are
localized in particular parts of the brain.

Suppose that in a crowded department store a person
soliciting for a charity approaches a customer and
implores her to make a contribution. The woman donates
a small sum to the charity. Would you think the woman
was generous, or would you think she had been pressured
into making the donation because so many people were
watching her? Experiments designed to study situations
like this have shown that most people consider the
woman generous, even though the situational pressures
were so great that just about everybody would behave
similarly. When explaining the behavior of others, people
tend to overestimate the causal effect of personality
traits and underestimate those of situational factors — a
mistake social psychologists call the

(see Figure 1.1). If we contrast the fundamental
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perspectives that psychologists adopt in investigating
these topics. Then we describe the research methods of
psychological investigation, including the ethical guide-
lines that have been proposed for such research.

attribution error with the overjustification effect (dis-
cussed in the context of earning pizzas for reading), we
begin to see some important distinctions between how we
judge others and how we judge ourselves. When making
sense of our own behavior, we often overestimate — not
underestimate — situational causes.

Most adults can recall events from their early years, but
only back to a certain point. Almost no one can accu-
rately recall events from the first three years of life, a
phenomenon called . Consider a sig-
nificant event like the birth of a sibling. If the birth
occurred after you were 3 years old, you may have some
memory of it. But if the birth occurred before age 3, you
probably remember very little about it, if anything at all
(see Figure 1.2). Childhood amnesia is particularly strik-
ing because our first three years are so rich in experience:
We develop from helpless newborns to crawling, babbling
infants to walking, talking children. But these remarkable
transitions leave few traces in our memories.

Situational

Traits pressures
(eg., (e.g., pressure
generous, from solicitor,
sensitive) other people

watching)

Figure 1.1 Trait Attribution. In deciding whether another per-
son’s substantial donation to charity is caused by the giver’s
traits or by the situation, we are biased toward believing that a
trait was the critical factor. This illustrates the fundamental attri-
bution error.
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Figure 1.2 Recall of an Early Memory. In an experiment on
childhood amnesia, college-age participants were asked 20
questions about the events surrounding the birth of a younger
sibling. The average number of questions answered is plotted as
a function of the participant’s age when the sibling was born. If
the birth occurred before the participant’s 4th year of life, no
participant could recall a thing about it; if the birth occurred after
that, recall increased with the participant’s age at the time of the
event. (K. Sheingold and Y. J. Tenney (1982) ‘Recall of An Early Memory
adapted from ‘Memory for a Salient Childhood Event’ from U. Neisser (ed.)
Memory Observed: Remembering in Natural Context, copyright © 1982
by W. H. Freeman & Company. Adapted by permission of the publisher.)

Obesity

More than a quarter of U.S. adults are obese; their weight
is 30 percent or more above the level that would be
appropriate for their body structure and height. Obesity is
dangerous. It increases vulnerability to diabetes, high
blood pressure, and heart disease. Psychologists are
interested in what factors lead people to eat too much.
One factor seems to be a history of deprivation. If rats are
first deprived of food, then allowed to eat until they
return to their normal weight, and finally allowed to eat
as much as they want, they eat more than rats that have
no history of deprivation.

Effects of media violence on children’s aggression

The question of whether watching violence on television
causes children to be more aggressive has long been con-
troversial. Although many observers believe that televised
violence affects children’s behavior, others suggest that
watching violence has a cathartic effect. It may actually
reduce aggression by allowing children to express it
vicariously and ‘get it out of their system’. But research
evidence does not support the cathartic effect view. In one
experiment, one group of children watched violent car-
toons while another group watched nonviolent cartoons
for the same amount of time. Children who watched vio-
lent cartoons became more aggressive in their interactions
with peers, but the children who viewed nonviolent
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Psychologists are interested in what causes people to eat too
much. Among the possible causes they have studied are genetic
factors and environmental influences, such as a tendency to
overeat in the presence of certain stimuli.
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Figure 1.3 The Relationship Between Childhood Viewing of
Violent Television and Adult Aggression. A classic study
shows that preference for viewing violent TV programs by boys
at age 9 is related to aggressive behavior as rated by peers at
age 19. (L. Eron, et al. (1972) ‘Does Television Violence Cause
Aggression?’ American Psychologist, 27:253-262. Copyright © 1972 by
The American Psychological Association. Adapted by permission.)
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Psychological studies provide evidence that violent television
programming may have harmful effects on young viewers.

cartoons showed no change in aggressive behavior. These
effects can persist over time: The more violent programs a
boy watches at age 9, the more aggressive he is likely to be
at age 19 (see Figure 1.3).

INTERIM SUMMARY

® Psychology touches on many aspects of our lives and
influences laws and public policy.

® To evaluate new claims made about psychology, you
need to know (1) what psychological facts are already
firmly established and (2) the standards for scientific
evidence.

® Psychology is the scientific study of behavior and mental
processes.

® The scope of psychology is broad, covering topics such
as face recognition, social judgments, memory, obesity,
violence, and many more.

For more Cengage Learning textbooks, visit www.cengagebrain.co.uk

CRITICAL THINKING QUESTIONS

1 Review the newspaper headlines about psychology
printed on page 4. Find an article in the newspaper or
on the Internet that covers psychological findings. Do
you believe what the news account claims? Why or why
not?

2 How do you know when to trust a news article? What
more would you need to know to accept as fact the
psychological claim you located?

THE HISTORICAL ORIGINS OF
PSYCHOLOGY

The roots of psychology can be traced to the great phi-
losophers of ancient Greece. The most famous of them,
Socrates, Plato, and Aristotle, posed fundamental ques-
tions about mental life: What is consciousness? Are peo-
ple inherently rational or irrational? Is there really such a
thing as free choice? These questions, and many similar
ones, are as important today as they were thousands of
years ago. They deal with the nature of the mind and
mental processes, which are the key elements of the cog-
nitive perspective in psychology.

Other psychological questions deal with the nature of
the body and human behavior, and they have an equally
long history. Hippocrates, often called the ‘father of
medicine’, lived around the same time as Socrates. He was
deeply interested in , the study of the functions
of the living organism and its parts. He made many
important observations about how the brain controls
various organs of the body. These observations set the
stage for what became the biological perspective in
psychology.

Nature—-nurture debate

One of the earliest debates about human psychology is
still raging today. This centers on
the question of whether human capabilities are inborn or
acquired through experience. The holds that
human beings enter the world with an inborn store of
knowledge and understanding of reality. Early philoso-
phers believed that this knowledge and understanding
could be accessed through careful reasoning and intro-
spection. In the seventeenth century, Descartes supported
the nature view by arguing that some ideas (such as God,
the self, geometric axioms, perfection, and infinity) are
innate. Descartes is also notable for his conception of the
body as a machine that can be studied much as other
machines are studied. This is the root of modern



THE NATURE OF PSYCHOLOGY

© BETTMANN/CORBIS

The ancient Greek philosopher Socrates posed fundamental
questions about mental life. Many of these questions are as
important today as they were in Socrates’ time.

information-processing perspectives on the mind, dis-
cussed later in this chapter.

The nurture view holds that knowledge is acquired
through experiences and interactions with the world.
Although some of the early Greek philosophers had
this opinion, it is most strongly associated with the
seventeenth-century English philosopher John Locke.
According to Locke, at birth the human mind is a tabula
rasa, a blank slate on which experience ‘writes’ knowl-
edge and understanding as the individual matures. This
perspective gave birth to associationist psychology. Asso-
ciationists denied that there were inborn ideas or capa-
bilities. Instead, they argued that the mind is filled with
ideas that enter by way of the senses and then become
associated through principles such as similarity and con-
trast. Current research on memory and learning is related
to early association theory.

The classic nature-nurture debate has become much
more nuanced in recent decades. Although some psy-
chologists still argue that human thought and behavior
result primarily from biology or primarily from experi-
ence, most psychologists take a more integrated
approach. They acknowledge that biological processes
(such as heredity or processes in the brain) affect
thoughts, feelings, and behavior, but say that experience
leaves its mark, too. So the current question is not
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whether nature or nurture shapes human psychology but
rather how nature and nurture combine to do so (Plomin
& Asbury, 2005). The nature-nurture issue comes up at
numerous points in later chapters.

The beginnings of scientific psychology

Although philosophers and scholars continued to be
interested in the functioning of both the mind and the
body through the centuries, scientific psychology is usu-
ally considered to have begun in the late nineteenth cen-
tury, when Wilhelm Wundt established the first
psychological laboratory at the University of Leipzig in
Germany in 1879. The impetus for the establishment of
Wundt’s lab was the belief that mind and behavior, like
planets or chemicals or human organs, could be the
subject of scientific analysis. Wundt’s own research was
concerned primarily with the senses, especially vision, but
he and his coworkers also studied attention, emotion, and
memory.

Wundt relied on introspection to study mental pro-
cesses. Introspection refers to observing and recording the
nature of one’s own perceptions, thoughts, and feelings.
Examples of introspections include people’s reports of
how heavy they perceive an object to be and how bright a
flash of light seems to be. The introspective method was
inherited from philosophy, but Wundt added a new
dimension to the concept. Pure self-observation was not
sufficient; it had to be supplemented by experiments.
Wundt’s experiments systematically varied some physical
dimension of a stimulus, such as its intensity, and used the
introspective method to determine how these physical
changes modified the participant’s conscious experience
of the stimulus.

The reliance on introspection, particularly for very
rapid mental events, proved unworkable. Even after
extensive training, different people produced very differ-
ent introspections about simple sensory experiences, and
few conclusions could be drawn from these differences.
As a result, introspection is not a central part of the
current cognitive perspective. And, as we will see, some
psychologists’ reactions to introspection played a role in
the development of other modern perspectives.

Structuralism and functionalism

During the nineteenth century, chemistry and physics
made great advances by analyzing complex compounds
(molecules) into their elements (atoms). These successes
encouraged psychologists to look for the mental elements
that combined to create more complex experiences. Just
as chemists analyzed water into hydrogen and oxygen,
perhaps psychologists could analyze the taste of lemonade
(perception) into elements such as sweet, bitter, and cold
(sensations). The leading proponent of this approach in
the United States was E. B. Titchener, a Cornell University
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Wilhelm Wundt established the first psychological laboratory at
the University of Leipzig. Here he is shown (third from left) in the
laboratory with his associates.

psychologist who had been trained by Wundt. Titchener
introduced the term — the analysis of mental
structures — to describe this branch of psychology.

But some psychologists opposed the purely analytic
nature of structuralism. William James, a distinguished
psychologist at Harvard University, felt that analyzing the
elements of consciousness was less important than
understanding its fluid, personal nature. His approach
was named , studying how the mind works
to enable an organism to adapt to and function in its
environment.

Nineteenth-century psychologists’ interest in adapta-
tion stemmed from the publication of Charles Darwin’s
theory of evolution. Some argued that consciousness had
evolved only because it served some purpose in guiding
the individual’s activities. To find out how an organism
adapts to its environment, functionalists said that psy-
chologists must observe actual behavior. However, both
structuralists and functionalists still regarded psychology
as the science of conscious experience.

Behaviorism

Structuralism and functionalism played important roles in
the early development of twentieth-century psychology.
Because each viewpoint provided a systematic approach
to the field, they were considered competing schools of
psychology. By 1920, however, both were being displaced
by three newer schools: behaviorism, Gestalt psychology,
and psychoanalysis.

Of the three, behaviorism had the greatest influence on
scientific psychology in North America. Its founder, John
B. Watson, reacted against the view that conscious
experience was the province of psychology. Watson made
no assertions about consciousness when he studied the
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behavior of animals and infants. He decided not only that
animal psychology and child psychology could stand on
their own as sciences but also that they set a pattern that
adult psychology might follow.

For psychology to be a science, Watson believed,
psychological data must be open to public inspection like
the data of any other science. Behavior is public; con-
sciousness is private. Science should deal only with public
facts. Because psychologists were growing impatient with
introspection, the new behaviorism caught on rapidly,
and many younger psychologists in the United States
called themselves ‘behaviorists’. (The Russian physiolo-
gist Ivan Pavlov’s research on the conditioned response
was regarded as an important area of behavioral research,
but it was Watson who was responsible for behaviorism’s
widespread influence.)

Watson, and others ascribing to , argued
that nearly all behavior is a result of conditioning and the
environment shapes behavior by reinforcing specific
habits. For example, giving children cookies to stop them
from whining reinforces (rewards) the habit of whining.
The conditioned response was viewed as the smallest unit
of behavior, from which more complicated behaviors
could be created. All types of complex behavior patterns
coming from special training or education were regarded
as nothing more than an interlinked fabric of conditioned
responses.

Behaviorists tended to discuss psychological phenom-
ena in terms of stimuli and responses, giving rise to the
term stimulus—response (S—-R) psychology. Note, how-
ever, that S-R psychology itself is not a theory or per-
spective but a set of terms that can be used to
communicate psychological information. S-R terminol-
ogy is still sometimes used in psychology today.

Gestalt psychology

About 1912, at the same time that behaviorism was
catching on in the United States, Gestalt psychology was
appearing in Germany. is a German word mean-
ing ‘form’ or ‘configuration’, which referred to the
approach taken by Max Wertheimer and his colleagues
Kurt Koffka and Wolfgang Kohler, all of whom eventu-
ally emigrated to the United States.

The Gestalt psychologists’ primary interest was per-
ception, and they believed that perceptual experiences
depend on the patterns formed by stimuli and on the
organization of experience. What we actually see is
related to the background against which an object
appears, as well as to other aspects of the overall pattern
of stimulation (see Chapter 5). The whole is different
from the sum of its parts, because the whole depends on
the relationships among the parts. For example, when
we look at Figure 1.4, we see it as a single large triangle —
as a single form or Gestalt — rather than as three small
angles.
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William James, John B. Watson, and Sigmund Freud were key figures in the €early history of psychology. James developed the
approach known as functionalism, Watson was the founder of behaviorism, and Freud originated the theory and method of

psychoanalysis.

Figure 1.4 A Gestalt Image. When we look at the three angles
of an equilateral triangle, we see a single large triangle rather than
three small angles.

Among the key interests of Gestalt psychologists were
the perception of motion, how people judge size, and the
appearance of colors under changes in illumination.
These interests led them to a number of perception-cen-
tered interpretations of learning, memory, and problem
solving that helped lay the groundwork for current
research in cognitive psychology.

The Gestalt psychologists also influenced key founders
of modern social psychology — including Kurt Lewin,
Solomon Asch, and Fritz Heider — who expanded on
Gestalt principles to understand interpersonal phenomena
(Jones, 1998). For instance, Asch (1946) extended the
Gestalt notion that people see wholes rather than isolated
parts from the simple case of object perception to the
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more complex case of person perception (Taylor, 1998).
Plus, they saw the process of imposing meaning and
structure on incoming stimuli as automatic and outside
conscious awareness, a Gestalt view that continues to
infuse contemporary research on social cognition to this
day (see Chapter 18; Moskowitz, Skurnik, & Galinsky,
1999).

Psychoanalysis

is both a theory of personality and a
method of psychotherapy originated by Sigmund Freud
around the turn of the twentieth century.

At the center of Freud’s theory is the concept of the
— the thoughts, attitudes, impulses, wishes,
motivations, and emotions of which we are unaware.
Freud believed that childhood’s unacceptable (forbidden
or punished) wishes are driven out of conscious aware-
ness and become part of the unconscious, where they
continue to influence our thoughts, feelings, and actions.
Unconscious thoughts are expressed in dreams, slips of
the tongue, and physical mannerisms. During therapy
with patients, Freud used the method of ,
in which the patient was instructed to say whatever comes
to mind as a way of bringing unconscious wishes into
awareness. The analysis of dreams served the same
purpose.
In classical Freudian theory, the motivations behind
unconscious wishes almost always involved sex or
aggression. For this reason, Freud’s theory was not widely

© BETTMANN/CORBIS
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accepted when it was first proposed. Contemporary
psychologists do not accept Freud’s theory in its entirety,
but they tend to agree that people’s ideas, goals,
and motives can at times operate outside conscious
awareness.

Later developments in twentieth-century
psychology

Despite the important contributions of Gestalt psychol-
ogy and psychoanalysis, until World War II psychology
was dominated by behaviorism, particularly in the United
States. After the war, interest in psychology increased.
Sophisticated instruments and electronic equipment
became available, and a wider range of problems could be
examined. It became evident that earlier theoretical
approaches were too restrictive.

This viewpoint was strengthened by the development
of computers in the 1950s. Computers were able to per-
form tasks — such as playing chess and proving mathe-
matical theorems — that previously could be done only by
human beings. They offered psychologists a powerful tool
for theorizing about psychological processes. In a series of
papers published in the late 1950s, Herbert Simon (who
was later awarded a Nobel prize) and his colleagues
described how psychological phenomena could be simu-
lated with a computer. Many psychological issues were
recast in terms of , which
viewed human beings as processors of information and
provided a more dynamic approach to psychology than
behaviorism.  Similarly, the information-processing
approach made it possible to formulate some of the ideas
of Gestalt psychology and psychoanalysis more precisely.
Earlier ideas about the nature of the mind could be
expressed in concrete terms and checked against actual
data. For example, we can think of the operation of
memory as analogous to the way a computer stores and
retrieves information. Just as a computer can transfer
information from temporary storage in its internal
memory chips (RAM) to more permanent storage on the
hard drive, so, too, our working memory can act as a way
station to long-term memory (Atkinson & Shiffrin,
1971a; Raaijmakers & Shiffrin, 1992).

Another important influence on psychology in the
1950s was the development of modern linguistics. Lin-
guists began to theorize about the mental structures
required to comprehend and speak a language. A pioneer
in this area was Noam Chomsky, whose book Syntactic
Structures, published in 1957, stimulated the first signif-
icant psychological analyses of language and the emer-
gence of the field of psycholinguistics.

At the same time, important advances were occurring
in neuropsychology. Discoveries about the brain and
nervous system revealed clear relationships between
neurological events and mental processes. In recent dec-
ades, advances in biomedical technology have enabled
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rapid progress in research on these relationships. In 1981
Roger Sperry was awarded a Nobel prize for demon-
strating the links between specific regions of the brain and
particular thought and behavioral processes, which we
discuss in Chapter 2.

The development of information-processing models,
psycholinguistics, and neuropsychology has produced
an approach to psychology that is highly cognitive in
orientation. Although its principal concern is the sci-
entific analysis of mental processes and structures,
cognitive psychology is not exclusively concerned with
thought and knowledge. As illustrated throughout this
book, this approach has been expanded to many other
areas of psychology, including perception, motivation,
emotion, clinical psychology, personality, and social
psychology.

In sum, during the twentieth century the focus of
psychology came full circle. After rejecting conscious
experience as ill-suited to scientific investigation and
turning to the study of overt, observable behavior,
psychologists are once again theorizing about covert
aspects of the mind, this time with new and more pow-
erful tools.

INTERIM SUMMARY

® The roots of psychology can be traced to the 4th and
5th centuries B.C. One of the earliest debates about
human psychology focused on the question of whether
human capabilities are inborn or acquired through
experience (the nature-nurture debate).

® Scientific psychology was born in the late nineteenth
century with the idea that mind and behavior could be
the subject of scientific analysis. The first experimental
laboratory in psychology was established by Wilhelm
Wundt at the University of Leipzig in 1879.

® Among the early ‘schools’ of psychology in the twentieth
century were structuralism, functionalism, behaviorism,
Gestalt psychology, and psychoanalysis.

® | ater developments in twentieth-century psychology
included information-processing theory,
psycholinguistics, and neuropsychology.

CRITICAL THINKING QUESTIONS

1 What assumptions about human nature underlie the
various historical approaches to psychology?

2 Considering these underlying assumptions, which of the
historical approaches are compatible with one another?
Which are incompatible?
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CONTEMPORARY
PSYCHOLOGICAL PERSPECTIVES

What is a ? Basically, it is an
approach, a way of looking at topics within psychology.
Any topic in psychology can be approached from different
perspectives. Indeed, this is true of any action a person
takes. Suppose that, following an insult, you punch
someone in the face. From a biological perspective, we can
describe this act as involving certain brain areas and as the
firing of nerves that activate the muscles that move your
arm. From a behavioral perspective, we can describe the
act without reference to anything within your body;
rather, the insult is a stimulus to which you respond by
punching, a learned response that has been rewarded in the
past. A cognitive perspective on this action would focus on
the mental processes involved in producing the behavior,
and we might explain your punch in terms of your goals
and plans: Your goal is to defend your honor, and
aggressive behavior is part of your plan for achieving that
goal. From a psychoanalytic perspective, your action could
be described as an expression of an unconscious aggressive
instinct. And finally, from a subjectivist perspective, your
aggressive act can be understood as a reaction to inter-
preting the person’s utterance as a personal insult.
Despite the many possible ways to describe any psy-
chological act, these five perspectives represent the major
approaches to the contemporary study of psychology (see
Figure 1.5). Because these five perspectives are discussed
throughout the book, here we provide only a brief
description of some main points for each of them. Keep in
mind that these approaches need not be mutually

Behavioral Cognitive
perspective perspective

Psycho-

Biological
perspective

PSYCHOLOGY

analytic
perspective

Subjectivist
perspective

Figure 1.5 Perspectives in Psychology. The analysis of psy-
chological phenomena can be approached from several per-
spectives. Each offers a somewhat different account of why
individuals act as they do, and each can make a contribution to
our conception of the total person. The Greek letter psi () is
sometimes used as an abbreviation for psychology.
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exclusive; rather, they may focus on different aspects of
the same complex phenomenon. In fact, understanding
many psychological topics requires an

that spans multiple perspectives.

The biological perspective

The human brain contains well over 10 billion nerve cells
and an almost infinite number of interconnections
between them. It may be the most complex structure in
the universe. In principle, all psychological events can be
related to the activity of the brain and nervous system.
The biological approach to the study of human beings
and other species attempts to relate overt behavior to
electrical and chemical events taking place inside the
body. Research from the seeks to
specify the neurobiological processes that underlie
behavior and mental processes. The biological approach
to depression, for example, tries to understand this dis-
order in terms of abnormal changes in levels of neuro-
transmitters, which are chemicals produced in the brain
that make communication between nerve cells possible.
We can use one of the problems described earlier to
illustrate this perspective. The study of face recognition in
patients with brain damage indicates that particular
regions of the brain are specialized for face recognition.
The human brain is divided into right and left hemi-
spheres, and the regions devoted to face recognition seem

By imaging the human brain during psychological tasks,
researchers learn which brain structures underlie the targeted

phenomena. Here we see a 3-dimensional representation of the

human brain while listening to speech obtained through func-
tional MRI (magnetic resonance imaging). Red indicates the
greatest areas of activation, whereas yellow indicates areas of
moderate activation. The neural activity is located in Wernicke’s
area of the brain. This approach illustrates a biological perspec-
tive on psychology.
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to be located mainly in the right hemisphere. There is
considerable hemispheric specialization in humans. In
most right-handed people, for example, the left hemi-
sphere is specialized for understanding language, and the
right hemisphere is specialized for interpreting spatial
relations.

The biological perspective has also assisted in the
study of memory. It emphasizes the importance of certain
brain structures, including the hippocampus, which is
involved in consolidating memories. Childhood amnesia
may be partly due to an immature hippocampus, a
structure that is not fully developed until a year or two
after birth.

The behavioral perspective

As described in our brief review of the history of psy-
chology, the behavioral perspective focuses on observable
stimuli and responses and regards nearly all behavior as
a result of conditioning and reinforcement. For example,
a behavioral analysis of your social life might focus on
which people you interact with (the social stimuli), the
kinds of responses you make to them (rewarding, pun-
ishing, or neutral), the kinds of responses they in turn

If the aggressive child has her way and the other child yields the
swing, the aggressive behavior will be rewarded and the child will
be more likely to behave aggressively in the future. This exem-
plifies a behavioral perspective on psychology.
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make to you (rewarding, punishing, or neutral), and
how the responses sustain or disrupt the interaction.

We can use our sample problems to further illustrate
this approach. With regard to obesity, some people may
overeat (a specific response) only in the presence of spe-
cific stimuli (such as watching television), and learning to
avoid these stimuli is part of many weight-control pro-
grams. With regard to aggression, children are more likely
to express aggressive responses, such as hitting another
child, when such responses are rewarded (the other child
withdraws) than when their responses are punished (the
other child counterattacks).

Historically, the strict behavioral approach did not
consider the individual’s mental processes at all, and
even contemporary behaviorists usually do not conjecture
about the mental processes that intervene between the
stimulus and the response. Nevertheless, psychologists
other than strict behaviorists often record what people
say about their conscious experiences (a verbal self-
report) and draw inferences about their mental activity
from these subjective data. Although few psychologists
today would define themselves as strict behaviorists,
many modern developments in psychology have evolved
from the work of the earlier behaviorists (Malone, 2003;
Skinner, 1981).

The cognitive perspective

The contemporary cognitive perspective is in part a return
to the cognitive roots of psychology and in part a reaction
to the narrowness of behaviorism, which tended to
neglect complex human activities like reasoning, plan-
ning, decision making, and communication. Like the
nineteenth-century version, the contemporary cognitive
perspective is concerned with mental processes such as

b

Events that happen early in childhood usually are not remem-
bered. This little boy probably will not remember the events
surrounding the birth of his baby brother. An explanation that
illustrates the cognitive perspective on psychology emphasizes
the important role that language plays in organizing memories.
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In this painting by M. Morales, a dream conveys unconscious desires. This illustrates the psychoanalytic perspective on psychology.

perceiving, remembering, reasoning, deciding, and prob-
lem solving. Unlike the nineteenth-century version, how-
ever, the contemporary cognitive approach is not based
on introspection. Instead, it assumes that (1) only by
studying mental processes can we fully understand what
organisms do, and (2) we can study mental processes in
an objective fashion by focusing on specific behaviors
(just as behaviorists do) but interpreting them in terms of
underlying mental processes. In making these inter-
pretations, cognitive psychologists have often relied on an
analogy between the mind and a computer. Incoming
information is processed in various ways: It is selected,
compared, and combined with other information already
in memory, transformed, rearranged, and so on.
Consider the phenomenon of childhood amnesia
described at the beginning of the chapter. Perhaps we
cannot remember events from the first few years of life
because of a major developmental change in the way
we organize our experience in memory. Such changes
may be particularly pronounced at about age 3, when our

For more Cengage Learning textbooks, visit www.cengagebrain.co.uk

language abilities increase immensely, and language offers
us a new way of organizing our memories.

The psychoanalytic perspective

Sigmund Freud developed the psychoanalytic conception
of human behavior in Europe at about the same time that
behaviorism was evolving in the United States. In some
respects, psychoanalysis was a blend of the nineteenth-
century versions of cognition and physiology. In partic-
ular, Freud combined cognitive notions of consciousness,
perception, and memory with ideas about biologically
based instincts to forge a bold new theory of human
behavior.

The basic assumption of the psychoanalytic perspective
is that behavior stems from unconscious processes,
meaning beliefs, fears, and desires that a person is
unaware of but that nonetheless influence behavior.
Freud believed that many of the impulses that are for-
bidden or punished by parents and society during
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childhood are derived from innate instincts. Because each
of us is born with these impulses, they exert a pervasive
influence that must be dealt with in some manner. For-
bidding them merely forces them out of awareness into
the unconscious. They do not disappear, however. They
may manifest themselves as emotional problems and
symptoms of mental illness or as socially approved
behavior such as artistic and literary activity. For exam-
ple, if you feel a lot of anger toward your father but you
cannot afford to alienate him, your anger may become
unconscious, perhaps expressed in a dream about him
being hurt in an atrocious accident.

Freud believed that we are driven by the same basic
instincts as animals (primarily sex and aggression) and
that we are continually struggling against a society that
stresses the control of these impulses. The psychoanalytic
perspective suggests new ways of looking at some of the
problems described at the beginning of the chapter. For
example, Freud claimed that aggressive behavior stems
from an innate instinct. Although this proposal is not
widely accepted in human psychology, it is in agreement
with the views of some biologists and psychologists who
study aggression in animals.

The subjectivist perspective

The contends that human behavior
is a function of the perceived world, not the objective
world. Like the cognitive approach, the subjectivist per-
spective drew from the Gestalt tradition and reacted
against the narrowness of behaviorism. Although allied
with cognitive psychology, subjectivism has been most
pervasive within social and personality psychology. To
understand human social behavior, this view holds, we
must grasp the person’s own ‘definition of the situation’,

Is this woman generous? Westerners have a strong tendency to
say, ‘Yes, she is’, making a trait attribution for her behavior. An
emphasis on how people perceive and interpret their social world
characterizes the subjectivist perspective.
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which is expected to vary by culture, personal history,
and current motivational state. This perspective, then, is
the most open to cultural and individual differences and
to the effects of motivation and emotion.

In one sense, the idea that people actively construct
their own subjective realities calls for introspective
methods. Even so, subjectivists do not rely exclusively on
subjective self-reports because they also assume that
people fail to see their subjective realities as personal
constructions. This refers to people’s ten-
dency to take their constructed, subjective realities to be
faithful renderings of an objective world. Therefore, a
subjectivist approach also involves systematic observation
of judgments and behaviors. A subjectivist perspective is
illustrated by a classic early study that found that people
reliably overestimate the physical size of valuable coins,
more so than for coins of lower value. This tendency is
exaggerated among poor children (Bruner & Goodman,
1947; note that coins in general probably seemed much
more valuable in the 1940s!).

Consider again the problem of trait attribution.
The study of how people make sense of other people’s
actions — in the example mentioned earlier, donating
money to charity — emerged from a subjectivist emphasis
on how situations are defined by the people in them
(Heider, 1958). One contemporary explanation for the
pervasive tendency to attribute other people’s actions to
their personality traits suggests that, because Western cul-
tures have long emphasized personal agency, Westerners
often fail to see the influence of situations (Nisbett, Peng,
Choi, & Norenzayan, 2001; see Chapter 18). Likewise, a
subjectivist view of the link between media violence and
aggression suggests that habitual consumption of violent
media instills and strengthens aggressive schemas and
scripts, which are later used to define subsequent inter-
personal encounters (Anderson & Bushman, 2001).

Relationships between psychological
and biological perspectives

The behaviorist, cognitive, psychoanalytic, and sub-
jectivist perspectives all rely on concepts that are purely
psychological (such as perception, the unconscious, and
attributions). Although these perspectives sometimes offer
different explanations for the same phenomenon, those
explanations are always psychological in nature. The
biological perspective is different. In addition to using
psychological concepts, it employs concepts (such as
neurotransmitters and hormones) drawn from physiology
and other branches of biology.

There is a way, though, in which the biological per-
spective makes direct contact with the psychological
perspectives. Biologically oriented researchers attempt to
explain psychological concepts and principles in terms of
their biological counterparts. For example, researchers
might attempt to explain the normal ability to recognize
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Five perspectives within psychology

Biological
perspective

An orientation toward understanding the neu-
robiological processes that underlie behavior
and mental processes.

Behavioral
perspective

An orientation toward understanding observ-
able behavior in terms of conditioning and
reinforcement.

Cognitive
perspective

An orientation toward understanding mental
processes such as perceiving, remembering,
reasoning, deciding, and problem solving and
their relationship to behavior.

Psychoanalytic
perspective

An orientation toward understanding behavior
in terms of unconscious motives stemming
from sexual and aggressive impulses.

Subjectivist
perspective

An orientation toward understanding behavior
and mental processes in terms of the subjec-
tive realities people actively construct.

faces solely in terms of neurons and their interconnections
in a certain region of the brain. Such attempts are termed

because they involve reducing psychological
notions to biological ones. Throughout this book, we
present examples of successful reductionism — situations
in which what was once understood at only the psycho-
logical level is now understood at least in part at the
biological level.

If reductionism can be successful, why bother with
psychological explanations at all? Is psychology just
something to do until the biologists figure everything out?
The answer is clearly no.

First, psychological findings, concepts, and principles
direct biological researchers in their work. Given that the
brain contains billions of brain cells and countless inter-
connections between these cells, biological researchers
cannot hope to find something of interest by arbitrarily
selecting some brain cells to study. Rather, they must have
a way of directing their efforts to relevant groups of brain
cells. Psychological findings can supply this direction. For
example, psychological research indicates that our ability
to discriminate among spoken words and our ability to
discriminate among spatial positions obey different
principles. So, biological psychologists might look in
different regions of the brain for the neural basis of these
two kinds of discrimination capacities (the left hemi-
sphere for word discrimination and the right hemisphere
for spatial-position discrimination). As another example,
if psychological research indicates that learning a motor
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skill is a slow process that is hard to undo, biological
psychologists can direct their attention to brain processes
that are relatively slow but permanently alter connections
between neurons (Churchland & Sejnowski, 1988).

Second, our biology always acts in concert with our past
circumstances and current environment. For example,
obesity can be the result of (1) a genetic predisposition to
gain weight (a biological factor), (2) learning bad eating
habits (a psychological factor), or (3) a reaction to cultural
pressures toward extreme thinness (a sociocultural factor).
The biologist can seek to understand the first factor, but it
is still up to the psychologist to explore and explain the
past experiences and current circumstances that influence a
person’s eating habits.

Nevertheless, the push for reductionism goes on at an
ever-increasing rate. For many topics in psychology, we
now have both psychological explanations and knowl-
edge about how the relevant psychological concepts are
implemented or executed in the brain (for example, what
particular parts of the brain are involved and how they
are interconnected). This kind of biological knowledge
typically falls short of total reductionism, but it is still
very important. Memory researchers, for example, have
long distinguished between working memory and long-
term memory (which are psychological notions), but now
they also know something about how these two kinds of
memory are actually coded differently in the brain. So, for
many of the topics discussed in this book, we review what
is known at the biological level as well as at the psycho-
logical level.

Indeed, a central theme of this book — and of con-
temporary psychology in general — is that psychological
phenomena can be understood at both the psychological
and biological levels. The biological analysis shows us
how the psychological notions can be implemented in the
brain. Both levels of analysis are clearly needed (although
for some topics, including many dealing with social
interactions, biological analyses have only just begun).

Major subfields of psychology

So far, we have gained a general understanding of the
nature of psychology by looking at its topics and per-
spectives. We can further our understanding by looking at
what different kinds of psychologists do and at emerging
fields of emphasis in twenty-first-century psychology (see
the Cutting Edge Research feature).

About half the people who have advanced degrees in
psychology work in colleges and universities. In addition
to teaching, they may devote much of their time to
research or counseling. Other psychologists work in
schools, hospitals or clinics, research institutes, govern-
ment agencies, or business and industry. Still others are in
private practice and offer their services to the public for a
fee. We now turn to a brief description of some of the
subfields of psychology.
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(also referred to as physiological
psychologists) look for the relationship between biologi-
cal processes and behavior.

are concerned with people’s
internal mental processes, such as problem-solving,
memory, and language and thought.

are concerned with human
development and the factors that shape behavior from
birth to old age. They might study a specific ability, such
as how language develops in children, or a particular
period of life, such as infancy.

These two subfields overlap. are
interested in how people perceive and interpret their
social world and how their beliefs, emotions, and
behaviors are influenced by the real or imagined presence
of others. They are also concerned with the behavior of
groups and with social relationships between and among
people. study the thoughts,
emotions, and behaviors that define an individual’s per-
sonal style of interacting with the world. Accordingly,
they are interested in differences between individuals, and
they also attempt to synthesize all the psychological
processes into an integrated account of the total person
(Swann & Seyle, 2005).

are the largest group of psycholo-
gists. They apply psychological principles to the diagnosis
and treatment of emotional and behavioral problems,
including mental illness, drug addiction, and marital and
family conflict. perform many of
the same functions as clinical psychologists, although they
often deal with less serious problems. They frequently
work with high school or university students.

Because serious emotional problems often make their first
appearance in the early grades, many elementary schools
employ psychologists whose training combines courses in
child development, education, and clinical psychology.
These work with children to evaluate
learning and emotional problems. In contrast,

are specialists in learning and teaching.
They may work in schools, but more often they work in a
university’s school of education, where they do research
on teaching methods and help train teachers.
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(sometimes called industrial

psychologists) typically work for a company. They are
concerned with selecting people who are most suitable
for particular jobs or designing structures that facilitate
collaboration and teamwork.
(sometimes called human factors engineers) try to
improve the relationship between people and machines.
For instance, they improve human-machine interaction
by designing machines with the most efficient placement
of gauges and controls, which leads to better perfor-
mance, safety, and comfort.

INTERIM SUMMARY

® The study of psychology can be approached from
several perspectives. Five contemporary perspectives are
the biological perspective, the behavioral perspective, the
cognitive perspective, the psychoanalytic perspective,
and the subjectivist perspective.

® The biological perspective differs from the other
perspectives in that its principles are partly drawn from
biology. Biological researchers often attempt to explain
psychological principles in terms of biological ones; this
is known as reductionism.

® Among the major subfields of psychology are biological
psychology, cognitive psychology, developmental
psychology, social and personality psychology, clinical
and counseling psychology, school and educational
psychology, and organizational and engineering
psychology.

® Many new areas of inquiry, including cognitive
neuroscience (as well as affective neuroscience and
social cognitive neuroscience), evolutionary psychology,
cultural psychology, and positive psychology, span
traditional subfields and disciplines.

CRITICAL THINKING QUESTIONS

1 Consider the question, ‘What are the determinants of an
individual’s sexual orientation?’ How would the different
perspectives outlined in this chapter approach this
question?

2 Many of the new approaches to twenty-first-century
psychology (described in the Cutting Edge Research
box) integrate divergent perspectives or fill prior gaps in
the field. What other new advances might be on the
horizon in twenty-first-century psychology? That is,
what other opportunities for integrating perspectives
and filling gaps do you predict?
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Twenty-first-century psychology

Increasingly, psychologists span multiple subfields in their
research and also stretch beyond psychology to forge collab-
orations with researchers in other disciplines. These cross-area
and interdisciplinary approaches have gained considerable
momentum at the start of the twenty-first century and promise
to be very important in the next few decades. Of particular
interest are cognitive neuroscience, evolutionary psychology,
cultural psychology, and positive psychology. Here we briefly
describe each of these approaches, with examples of the kinds
of research being done in each field.

Cognitive neuroscience

Cognitive neuroscience focuses on cognitive processes and
relies heavily on the methods and findings of neuroscience (the
branch of biology that deals with the brain and nervous sys-
tem). In essence, attempts to learn
how mental activities are executed in the brain. The key idea is
that cognitive psychology provides hypotheses about specific
cognitive capacities — such as recognizing faces — and neuro-
science supplies proposals about how these specific functions
might be executed in the brain.

What is particularly distinctive about cognitive neuroscience
is its reliance on new techniques for studying the brains of
normal participants (as opposed to brain-damaged ones) while
they are performing a cognitive task. These neuroimaging or
brain-scanning techniques create visual images of a brain in
action, with an indication of which regions of the brain show the
most neural activity during a particular task. An example is the
study of how people remember information for brief or long
periods. When people are asked to remember information for a
few seconds, neuroimaging results show increases in neural
activity in regions in the front of the brain. When they are asked
to remember information for a long period, there is increased
activity in an entirely different region, one closer to the middle of
the brain. Thus, different mechanisms seem to be used for the
short-term and long-term storage of information (Smith &
Jonides, 1994; Squire, Knowlton, & Musen, 1993).

The connection between psychology and neuroscience is
not limited to cognitive psychology. Psychologists have also
initiated (Panksepp, 1998) to discover
how emotional phenomena are executed in the brain, as well as

(Ochsner & Lieberman, 2001) to discover
how stereotyping, attitudes, person perception, and self-
knowledge are executed in the brain.

Evolutionary psychology

Evolutionary psychology is concerned with the biological ori-
gins of psychological mechanisms. In addition to psychology
and biology, the other disciplines involved in this approach
include anthropology and psychiatry. The key idea behind
evolutionary psychology is that, like biological mechanisms,
psychological mechanisms must have evolved over millions
of years through a process of natural selection. As such,

holds that psychological mecha-
nisms have a genetic basis and in the past increased our
ancestors’ chances of surviving and reproducing. To illustrate,
consider a liking for sweets. Such a preference can be thought
of as a psychological mechanism, and it has a genetic basis.
Moreover, we have this preference because it increased our
ancestors’ chances of survival: The fruit that tasted the
sweetest had the highest nutritional value, so by eating it they
increased the chances of continued survival of the relevant
genes (Symons, 1992).

An evolutionary perspective can affect the study of psy-
chological issues in several ways (Ploeger, 2008). Certain
topics are of particular importance because of their link to
survival or successful reproduction. Such topics include how
we select our mates and how we think and behave when
experiencing particular emotions (Buss, 1991). An evolutionary
perspective can also provide new insights into familiar topics.
Concerning obesity, we noted earlier that a history of depriva-
tion can lead to overeating in the future. Evolutionary psychol-
ogy provides an interpretation of this puzzling phenomenon.
Until comparatively recently in human history, people experi-
enced deprivation only when food was scarce. An adaptive

HOW PSYCHOLOGICAL
RESEARCH IS DONE

Generating hypotheses

The first step in any research project is to generate a

— a statement that can be tested — about the
topic of interest. Regarding childhood amnesia, for
example, we might generate the hypothesis that people
can retrieve more memories of their early life if they are
back in the same place where the incidents originally
occurred. How does a researcher arrive at such a
hypothesis? There is no single answer. An astute observer

Now that we have some idea of the topics psychologists
study and their perspectives, we can consider the research
strategies they use to investigate them. In general, doing
research involves two steps: (1) generating a scientific
hypothesis and (2) testing that hypothesis.
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mechanism for dealing with scarcity is overeating when food is
available. So, evolution may have favored individuals with a
tendency to overeat following deprivation.

Cultural psychology

Scientific psychology in the West has often assumed that people
in all cultures have exactly the same psychological processes.
Increasingly, this assumption is being challenged by proponents
of cultural psychology, an interdisciplinary movement of
psychologists, anthropologists, sociologists, and other social
scientists. is concerned with how the cul-
ture in which an individual lives — its traditions, language, and
worldview — influences that person’s mental representations and
psychological processes.

Here is an example. In the West — North America and much of
western and northern Europe — we think of ourselves as separate
and autonomous agents with unique abilities and traits. In con-
trast, many cultures in the East — including those of India, China,
and Japan — emphasize the interrelationships among people
rather than their individuality. Moreover, Easterners tend to pay
more attention to social situations than Westerners do. These
differences lead Easterners to explain the behavior of another
person differently than do Westerners. Rather than explaining a
piece of behavior solely in terms of a person’s traits, Easterners
also explain it in terms of the social situation in which it occurred
(Nisbett et al., 2001). This has profound implications for trait
attribution, one of the sample problems discussed at the
beginning of the chapter. These differences between East and
West in explaining behavior can also have educational implica-
tions. Because of their emphasis on collectivism rather than
individualism, Asian students tend to study together more than
American students. Such group study may be a useful tech-
nique, and it may be part of the reason why Asian students
outperform their American counterparts in math. In addition,
when an American student is having difficulty in math, both the
student and the teacher tend to attribute the difficulty to the
student’s individual abilities. WWhen a comparable case arises in a
Japanese school, student and teacher are more likely to look to
the situation — the student-teacher interaction in the instructional
context — for an explanation of the poor performance (Stevenson,
Lee, & Graham, 1993).

Positive psychology

After World War II, psychology — especially clinical psychology —
became a science devoted to healing. It adopted a disease
model of human functioning from the medical sciences and
aimed to cure pathologies. Although this focus produced tre-
mendous advances in the field’s understanding and treatment of
mental illness (see Chapters 15 and 16), it had little to say about
what makes life worth living. emerged to
balance the field’s sophisticated scientific understanding of
mental illness with an equally sophisticated scientific under-
standing of human flourishing (Seligman, 2002). Although posi-
tive psychology shares with the earlier humanistic psychology a
concern with people’s development toward their full potential, it
departs from humanistic psychology by relying heavily on
empirical methods.

Positive psychology targets psychological phenomena at
levels ranging from the study of positive subjective experiences,
such as happiness and optimism, to the study of positive per-
sonality traits, such as courage and wisdom, and the study of
positive institutions — social structures that might cultivate civility
and responsible citizenship (Seligman & Csikszentmihalyi, 2000).
An example that combines the first two levels of analysis comes
from current research on positive emotions (see Chapter 11).
Unlike negative emotions, which narrow people’s ideas about
action (e.g., fight or flight), positive emotions have been found to
broaden people’s mindsets, encouraging them to discover novel
lines of thought or action. Joy, for instance, creates the urge to
play, and interest creates the urge to explore. A key incidental
outcome of these broadened mindsets is an increase in personal
resources: As individuals discover new ideas and actions, they
build physical, intellectual, social, and psychological resources.
Empirical studies support this new broaden-and-build theory of
positive emotions, showing that — through their effects on
broadened thinking — positive emotions fuel growth-positive
personality traits such as resilience and optimism (Fredrickson,
2001). The take-home message for positive psychology is that
positive emotions are worth cultivating, not just as end states in
themselves but also as a means of triggering upward spirals
toward psychological growth and flourishing.

of naturally occurring situations may have an advantage
in coming up with hypotheses. For example, you might
have noticed that you can remember more about your
high school years when you are back home, which could
generate such a hypothesis. It also helps to be very
familiar with the relevant scientific literature — previously
published books and articles about the topic of interest.

The most important source for scientific hypotheses,
however, is often a scientific , an interrelated set
of propositions about a particular phenomenon. For
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example, one theory of sexual motivation (discussed in
Chapter 10) proposes a genetic predisposition toward
heterosexuality or homosexuality. This leads to the test-
able scientific hypothesis that pairs of identical twins —
who have identical genes — should be more likely to have
the same sexual orientation than pairs of fraternal twins,
who share only about half their genes. A competing
theory emphasizes childhood events as the source of an
individual’s sexual orientation and generates a competing
set of hypotheses that can also be tested. As we will see
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throughout this book, testing hypotheses derived from
competing theories is one of the most powerful ways of
advancing scientific knowledge.

The term means that the research methods
used to collect the data are (1) unbiased (do not favor one
hypothesis over another) and (2) reliable (other qualified
people can repeat the observations and obtain the same
results). The methods considered in this section have these
two characteristics. Although some are better suited to
certain perspectives than to others, each method can be
used with each perspective.

Experiments

The most powerful scientific method is the experiment.

provide the strongest tests of hypotheses
about cause and effect. The investigator carefully controls
conditions — often in a laboratory — and takes measure-
ments in order to discover the causal relationships among
variables. A is something that can occur with
different values (see Concept Review Table: Terminology
of experimental research). For example, an experiment
might explore whether the amount of sleep causes mem-
ory changes (does recall of childhood events decrease with
lack of sleep?). If an experiment shows that memory
performance changes systematically with hours of sleep,
an orderly causal relationship between these two varia-
bles has been found.

The ability to exercise precise control over a variable
distinguishes the experimental method from other meth-
ods of scientific observation. For example, if the
hypothesis is that individuals will perform better on a
math problem if they are offered more money for a good
performance, the experimenter might randomly assign
participants to one of three conditions: One group is told
that they will be paid €10 if they perform well, the second
group is promised €5, and the third group is not offered
any money. The experimenter then measures and com-
pares the performance of all three groups to see if, in fact,
more money (the hypothesized cause) produces better
performance (the hypothesized effect).

In this experiment, the amount of money offered is the
independent variable because it is a variable that is
independent of what the participant does. In fact, the

is under the complete control of the
experimenter, who creates it and controls its variation.
In an experiment, the independent variable represents
the hypothesized ‘cause’. The hypothesized ‘effect’ in an
experiment is the because it is
hypothesized to depend on the value of the independent
variable. In this experiment, the dependent variable is
performance on the math problems. The experimenter
manipulates the independent variable and observes the
dependent variable to learn the outcome of the experi-
ment. The dependent variable is almost always some
measure of the participants’ behavior. The phrase ‘is a
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function of’ is often used to express the dependence
of one variable on another. For this experiment, we
could say that the participants’ performance on the math
problems is a function of the amount of money
offered. The groups that are paid money would be the

, or groups in which the hypothesized
cause is present. The group that was not paid would be
the , the group in which the hypothesized
cause is absent. In general, a control group serves as a
baseline against which experimental groups can be
compared.

One important feature of the experiment just described
is random assignment of participants to groups or con-
ditions. means that each participant
has an equal probability of being placed in any group.
Without random assignment, the experimenter cannot be
certain that something other than the independent vari-
able might have produced the results. For example, an
experimenter should never let participants choose which
group they would like to be in. Although most partic-
ipants might choose to be in the highest-paid group, those
who are made nervous by pressure might choose to be in
a ‘casual’ group that was not paid. In any case, the
problem is that the groups would now contain different
kinds of people, and the differences in their personalities,
rather than the amount of money offered, might cause
one group to do better than another. Or suppose that an
experimenter runs all the paid groups first and runs the
no-payment control group afterward. This introduces a
host of potential problems. Perhaps performance varies as
a function of the time of day (morning, afternoon, or
evening); maybe those who participate later in the
experiment are closer in time to their final exams than
earlier participants. In addition to these uncontrolled
variables, many others of which the experimenter is
unaware might bias the results. All such problems are
resolved by randomly assigning participants to con-
ditions. Only with random assignment can we be certain
that all extraneous variables — such as participant per-
sonality, time of day, or time of semester — are evenly
represented across conditions and therefore unlikely to
introduce bias. Random assignment is one of the most
important ingredients of an experiment.

The experimental method can be used outside the
laboratory as well. For example, in research on obesity,
the effects of different methods of weight control can be
investigated by trying these methods on separate but
similar groups of obese individuals. The experimental
method is a matter of logic, not location. Still, most
experiments take place in laboratories, chiefly because a
laboratory setting allows measuring behavior more pre-
cisely and controlling the variables more completely. And
again, it is often random assignment that is at issue: If two
obesity clinics use different methods and achieve different
results, we cannot conclude with confidence that the
different methods are responsible because the clinics
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might attract different kinds of people to their programs
or have different staff cultures and expectations.

The experiments described so far examine the effect of
one independent variable on one dependent variable.
Limiting an investigation to only one independent vari-
able, however, is too restrictive for some problems.

— experiments manipulating sev-
eral independent variables at once — are common in
psychological research. In the hypothetical study in which
participants were offered different amounts of money for
solving math problems, the experimenter might also vary
the level of difficulty of the problems. Now there would
be six groups of participants, each combining one of three
different amounts of money with one of two levels of
difficulty (easy versus difficult).

Psychologists using the experimental method often have
to make statements about amounts or quantities. Some-
times variables can be measured by physical means, such
as hours of sleep deprivation or dosage of a drug. At other
times, variables have to be scaled in a manner that places
them in some sort of order. In rating a patient’s feelings of
aggression, for example, a psychotherapist might use a
5-point scale ranging from never through rarely, some-
times, and often to always. For purposes of precise
communication, experiments require some form of
, a system for assigning numbers to variables.

Experiments usually involve making measurements on
many participants, not just one. The results therefore are
data in the form of a set of numbers that can be sum-
marized and interpreted. To accomplish this task, the
experimenter needs to use , the discipline that
deals with sampling data from a population of individuals
and then drawing inferences about the population from
those data. Statistics plays an important role not only in
experimental research but in other methods as well.* The
most common statistic is the , which is simply the
technical term for an arithmetic average, the sum of a set
of scores divided by the number of scores in the set. In
studies with one experimental group and one control
group, there are two means to be compared: a mean for
the scores of the participants in the experimental group
and a mean for the scores of the participants in the
control group. The difference between these two means is,
of course, what interests the experimenters. If the differ-
ence between the means is large, it can be accepted at
face value. But what if the difference is small? What if
the measures used are subject to error? What if a few
extreme cases are producing the difference? Statisticians
have solved these problems by developing tests for deter-
mining the significance of a difference. A psychologist who

3This discussion is designed to introduce the experimental tools of
measurement and statistics. A more thorough discussion is provided in
the Appendix.
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Terminology of experimental research

Hypothesis A statement about cause and effect that can be
tested.

Experiment A well-controlled test of a hypothesis about
cause and effect.

Variable Something that can occur with different values
and can be measured.

Independent A variable that represents the hypothesized

variable ‘cause’ that is precisely controlled by the
experimenter and independent of what the par-
ticipant does.

Dependent A variable that represents the hypothesized

variable ‘effect’” whose values ultimately depend on the

value of the independent variable.

Experimental A group in which the hypothesized cause is
group present.

Control group A group in which the hypothesized cause is

absent.

Random A system for assigning participants to experi-

assignment mental and control groups so that each partici-
pant has an equal chance of being assigned to
any group.

Measurement A system for assigning numbers to different
values of variables.

Statistics Mathematical techniques for determining the

certainty with which a sample of data can be
used to draw generalizations or inferences.

says that the difference between the experimental group
and the control group has means that
a statistical test has been applied to the data and the
observed difference is unlikely to have arisen by chance or
because of a few extreme cases.

Correlation

Not all problems can be easily studied by using the
experimental method. In many situations the investigator
has no control over which participants go in which con-
ditions. For example, if we want to test the hypothesis
that anorexic people are more sensitive to changes in taste
than normal-weight people, we cannot select a group of
normal-weight participants and require half of them to
become anorexic! Rather, we select people who are
already anorexic or already of normal weight and see if
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Percentage of brain damage
in critical regions

The patients are ordered along the
horizontal axis with respect to the
amount of brain damage, with the
patient represented by the leftmost
point having the least brain damage
(10%) and the patient represented
by the rightmost point having the
most brain damage (55%). Each
point on the graph represents a
single patient’s score on a test of
face recognition. The correlation is
a positive .90.

Percentage of brain damage
in critical regions

The same data are depicted, but
we now focus on the percentage
of correct responses (rather than
errors). Now the correlation is a
negative .90.

Height of patient
(inches)

The patients’ performance on
the face recognition test is
graphed as a function of their
height. Now the correlation
is 0.

Figure 1.6 Scatter Diagrams lllustrating Correlations. These hypothesized data are based on 10 patients, all of whom have some
damage in regions of the brain known to be involved in face recognition.

they also differ in taste sensitivity. More generally, we can
use the correlational method to determine whether some
variable that is not under our control is associated — or
correlated — with another variable of interest.

In the example just given, there were only two values
of the weight variable: anorexic and normal. It is more
common to have many values of each variable and to
determine the degree to which values on one variable are
related to values on another. This is done by using a
descriptive statistic called the , an
estimate of the degree to which two variables are related.
The correlation coefficient, symbolized by 7, is expressed
as a number between —1.00 and +1.00. A perfect rela-
tionship — which is rare — is indicated by 1.00 (1.00 if the
relationship is positive and —1.00 if the relationship is
negative). No relationship at all is indicated by a corre-
lation close to zero. As r goes from 0 to 1.00 (or from 0 to
—1.00), the strength of the relationship increases.

A correlation can be either + or —. The sign of the
correlation indicates whether the two variables are

, meaning that the values of the two vari-
ables either increase together or decrease together, or
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, meaning that as the value of one
variable increases, the value of the other decreases. Sup-
pose that the number of times a student is absent from
class correlates —.40 with the final course grade (the more
absences, the lower the grade). On the other hand, the
correlation between the number of classes attended and
the course grade would be +.40. The strength of the
relationship is the same, but the sign indicates whether we
are looking at classes missed or classes attended.”

To get a clearer picture of a correlation coefficient,
consider the hypothetical study presented in Figure 1.6.
As shown in Figure 1.6a, the study involves patients with
brain damage leading to problems in face recognition
(prosopagnosia). What is of interest is whether the degree
of deficit, or error, in face recognition increases with
the amount of brain tissue that is damaged. Each point on
the graph in Figure 1.6a represents the percentage of
errors made by one patient on a test of face recognition.
For example, a patient who had only 10% brain damage

*The numerical method for calculating a correlation coefficient is
described in the Appendix.
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made 15% errors on the face-recognition test, but a
patient who had 55% brain damage made 75% errors. If
errors in face recognition always increased along with the
amount of brain damage, the points in the graph would
consistently increase in moving from left to right; if the
points had all fallen on the diagonal line in the figure, the
correlation would have been r 1.0 — a perfect correlation.
A couple of points fall on either side of the line, though,
so the correlation is about .90. Such a high correlation
indicates a very strong relationship between amount
of the brain damage and errors in face recognition. In
Figure 1.6a, the correlation is positive because more
errors are associated with more brain damage.

If, instead of focusing on errors, we plot the percentage
of correct responses on the face recognition test, we end up
with the diagram in Figure 1.6b. Now the correlation is
negative — about —.90 — because fewer correct responses
are associated with more brain damage. The diagonal
line in Figure 1.6b is simply the inverse of the one in
Figure 1.6a.

Finally, consider the diagram in Figure 1.6¢c. Here we
have graphed errors on the face recognition test as a
function of the patients’ height. Of course, there is no
reason to expect a relationship between height and face
recognition, and the graph shows that there is none. The
points neither consistently increase nor consistently
decrease in moving from left to right but rather bounce
around a horizontal line. The correlation is 0.

In psychological research, a correlation coefficient of
.60 or more is considered quite high. Correlations in the
range from .20 to .60 are of practical and theoretical
value and are useful in making predictions. Correlations
between 0 and .20 must be judged with caution and are
only minimally useful in making predictions.

The familiar use of the correlational method involves tests
that measure aptitudes, achievement, or other psycho-
logical traits, such as the test of face recognition just
discussed. A presents a uniform situation to a group
of people who vary in a particular trait (such as brain
damage, math ability, manual dexterity, or aggression).
The variation in scores on the test can be correlated with
variations on another variable. For example, people’s
scores on a test of math ability can be correlated with
their subsequent grades in a college math course. If the
correlation is high, then the test score may be used to
determine which of a new group of students should be
placed in advanced sections of the course.

There is an important distinction between experimental
and correlational studies. In a typical experimental study,
one variable (the independent variable) is systematically
manipulated to determine its causal effect on some other
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variable (the dependent variable). Such cause-and-effect
relationships cannot be inferred from correlational
studies.

For instance, studies have shown that the more TV
violence a young boy watches, the more aggressive he is.
But does watching violent TV cause the aggression, or do
more aggressive boys choose to watch more violent TV? If
all we have is a correlation, we cannot say which variable
is cause and which is effect. (As noted earlier in the
chapter, however, other studies do demonstrate a causal
relationship between watching violent TV and behaving
aggressively. Experimenters had control over the inde-
pendent variable and used random assignment of partic-
ipants to conditions.)

Two variables can also be correlated when neither is
the cause of the other. For example, many years before
careful medical experiments demonstrated that cigarette
smoking causes cancer, a correlation between smoking
and lung cancer was shown. That is, it was already
known that people who smoked were more likely to
contract cancer. But — as the tobacco companies rushed to
point out — this correlation left open the possibility that
some third cause was responsible. For example, if people
who live in smoggy urban areas are more likely to smoke
than people who live in rural areas with cleaner air, then
air pollution rather than smoking could cause higher
cancer rates in smokers.

In short, when two variables are correlated, variation
in one of them may possibly be the cause of variation in
the other. Indeed, correlation is a prerequisite for causa-
tion. But, without further experiments, no such conclu-
sion is justified from correlational studies, because
correlation does not necessarily imply causation.

Observation

In the early stages of research, the most efficient way of
making progress toward an explanation may be

— to simply observe the phenomenon under
study as it occurs naturally. Careful observation of ani-
mal and human behavior is the starting point for a great
deal of research in psychology. For example, observation
of primates in their native environment may tell us things
about their social organization that will help in later
laboratory investigations. Video recordings of newborn
babies reveal details of their activity shortly after birth
and the types of stimuli to which they respond. However,
investigators observing naturally occurring behavior
must be trained to observe and record events accurately
so that their own biases do not influence what they
report.

Observational methods may be used in a laboratory
if the problem being studied is partly biological. For
example, in their classic study of the physiological
aspects of human sexuality, William Masters and Virginia
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Field studies can often tell us more about social behavior than
experimental studies can. Professor Shirley Strum has been
observing the same troop of baboons in Kenya for more than
20 years, identifying individual animals, and making daily
recordings of their behaviors and social interactions. Her data
have provided remarkable information about the mental
abilities of baboons and the role of friendships in their social
system.

Johnson (1966) developed techniques for directly
observing sexual responses in the laboratory. The data
included (1) observations of behavior, (2) recordings of
physiological changes, and (3) responses to questions
about the participants’ sensations before, during, and
after sexual stimulation. Although the researchers agreed
that human sexuality has many dimensions besides the
biological one, their observations of the anatomical and
physiological aspects of sexual response have been very
helpful in understanding the nature of human sexuality,
as well as in solving sexual problems.

The survey method

Some problems that are difficult to study by direct
observation may be studied by indirect observation
through the use of questionnaires or interviews. Rather
than observe people engaging in a particular behavior,
such as exercising regularly, researchers using the survey
method simply ask people if they engage in the behavior of
interest. The survey method is more open to bias than
direct observation, however. Of particular concern are
social desirability effects, which occur when some people
try to present themselves in a favorable light (for example,
by saying that they exercise more than they actually do).
Still, the survey method has produced many important
results. For example, before Masters and Johnson con-
ducted their research on the human sexual response, most
of the available information on how people behave sex-
ually (as opposed to how laws, religion, or society said
they should behave) came from extensive surveys
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conducted by Alfred Kinsey and his associates twenty
years earlier. Information from thousands of interviews
was analyzed, resulting in the publication of two pio-
neering works: Sexual Bebavior in the Human Male
(Kinsey, Pomeroy, & Martin, 1948) and Sexual Behavior
in the Human Female (Kinsey, Pomeroy, Martin, &
Gebhard, 1953).

Surveys have also been used to discover people’s
political opinions, product preferences, health care needs,
and so on. The Gallup poll and the U.S. census are
probably the most familiar surveys. An adequate survey
requires presenting a carefully pretested questionnaire to
a sample of people who have been selected by methods
designed to ensure that they are representative of the
larger population being studied.

Case histories

Still another form of indirect observation is to obtain a
case history, which is a partial biography of a particular
individual. This involves asking people to recall relevant
experiences from their past. For example, if the research is
concerned with the childhood antecedents of adult
depression, the researcher might begin by asking questions
about earlier life events. These case histories are biogra-
phies designed for scientific use, and they are important
sources of data for psychologists who are studying
individuals.

A major limitation of case histories is that they rely on a
person’s memories and reconstructions of earlier events,
which are frequently distorted or incomplete. Sometimes
other data can be used to corroborate information obtained
in a case history. For example, written records, such as
death certificates, can be used to check on specific dates, or
relatives of the person being interviewed can be asked to
report their own memories of the relevant events. Even so,
their limitations make case histories less useful for testing a
theory or hypothesis than for suggesting hypotheses that
can then be tested in more rigorous ways or checked with a
larger sample of participants. In this way, scientists use the
case history in much the same way that a therapist or
physician might when trying to formulate a diagnosis and
treatment for a particular individual.

Literature reviews

One final way in which psychological research is done is
by conducting literature reviews. A literature review is a
scholarly summary of the existing body of research on
a given topic. Because the field of psychology grows at a
fast pace, an up-to-date literature review is an indis-
pensable tool for assessing patterns within the accumu-
lating scientific evidence for a particular psychological
hypothesis or theory.

Literature reviews come in two forms. One form is a
narrative review, in which authors use words to describe
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studies previously conducted and discuss the strength of
the available psychological evidence. College students
enrolled in upper-level psychology courses often write
narrative reviews of a chosen topic for term papers.
Another type of review, which has become increasingly
popular, is a meta-analysis, in which authors use statisti-
cal techniques to combine and draw conclusions about
studies previously conducted. In any given experiment, as
we have seen, participants are treated as ‘cases’, with each
participant contributing his or her own unique
data, which are then summarized statistically. In a meta-
analysis, by contrast, individual studies are treated as
‘cases’, with each study contributing its own unique
summary data, which are then further summarized at a
higher — or meta — level of analysis. As you might imag-
ine, meta-analyses have the potential to be more system-
atic and evenhanded than narrative reviews. Throughout
this book, we often rely on meta-analyses to describe the
state of the evidence for psychological theories and
hypotheses.

Ethics of psychological research

Because psychologists study living beings, they need to be
sensitive to ethical issues that can arise in the conduct of
research. Accordingly, the American Psychological Asso-
ciation (APA) and its counterparts in Canada and Great
Britain have established guidelines for the treatment of
both human participants and animal subjects (American
Psychological Association, 1990). In the United States,
federal regulations require any institution that conducts
federally funded research to establish an internal review
board, which reviews proposed studies to ensure that
participants will be treated properly.

Research with humans

The first principle governing the ethical treatment of
human participants is minimal risk. In most cases, the risks
anticipated in the research should be no greater than
those ordinarily encountered in daily life. Obviously, a
person should not be exposed to physical harm or injury,
but deciding how much psychological stress is ethically
justified in a research project is not always so clear-cut. In
everyday life, of course, people may be impolite, lie, or
make other people anxious. Under what circumstances is
it ethically justifiable for a researcher to treat a participant
in such ways to meet the goals of a research project?
These are the kinds of questions that review boards
consider on a case-by-case basis.

The second principle governing the ethical treatment of
human participants is informed consent. Participants must
be told ahead of time about any aspects of the study that
could influence their willingness to cooperate and, after
this disclosure, they must enter the study voluntarily and
be permitted to withdraw from it at any time they desire
without penalty. Like the principle of minimal risk,

For more Cengage Learning textbooks, visit www.cengagebrain.co.uk

Survey researchers ask individuals or, as in this case, a mother
and son about their attitudes and behavior. For survey results to
be valid, the respondents must be representative of the larger
population being studied.

informed consent is not always easy to implement. In
particular, informed consent is sometimes at odds with
another common requirement of research: that partic-
ipants be unaware of the hypotheses being tested in a
study. If a researcher plans to compare participants who
learn lists of familiar words with participants who learn
lists of unfamiliar words, no ethical problem arises by
simply telling participants ahead of time that they will be
learning lists of words: They do not need to know how the
words vary from one participant to another. Nor are any
serious ethical issues raised if participants are given a
surprise quiz they did not expect. But what if the
researcher wants to compare participants who learn
words while in a neutral mood with participants who
learn words while they are angry or embarrassed? Clearly
the research would not yield valid conclusions if partic-
ipants had to be told ahead of time that they would be
intentionally angered (by being treated rudely) or embar-
rassed (by being led to believe that they had accidentally
broken a piece of equipment). Accordingly, the guidelines
specify that if such a study is permitted to proceed at all,
participants must be debriefed about it as soon as possible
afterwards. During debriefing, the reasons for keeping
them in ignorance — or deceiving them — about the pro-
cedures must be explained, and any residual emotional
reactions must be dealt with so that participants leave with
their dignity intact and their appreciation for the research
enhanced. The review board must be convinced that the
debriefing procedures are adequate to this task.

A third principle of ethical research is the right to
privacy. Information about a person acquired during a
study must be kept confidential and not made available to
others without the research participant’s consent. A
common practice is to separate the names and other
information used to identify participants from the data
collected in the study. The data are then identified only by
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SEEING BOTH SIDES

ARE WE NATURALLY SELFISH?

We are naturally selfish

George C. Williams, State University of New York,
Stony Brook

Yes we are selfish, in a special biological sense, but an important
one that should be borne in mind in discussing human affairs,
ethical philosophy, and related topics (Wiliams, 1996: Chs. 3 &
9). We are selfish in the special way that our genes demand.
They are maximally selfish because, if they were not, they would
not exist. The genes that get passed on through many gen-
erations are those that are best at getting themselves passed on.
To do this they must be better than any alternatives at making
bodies, human or otherwise, that transmit genes more profusely
than other members of their population. Individuals can win this
genetic contest mainly by surviving to maturity and then com-
peting successfully for the resources (food, nest sites, mates,
etc.) needed for their own reproduction.

In this sense we are necessarily selfish, but this need not
imply that we are never expected to be unselfish in the sense in
which this term is normally understood. Individuals can and often
do assist others in gaining resources and avoiding losses or
dangers. For a biological understanding of such behavior, the
important observations lie in the circumstances in which the
apparent benevolence occurs. The most obvious example of
helpful behavior is that performed by parents for their own off-
spring. Its obvious explanation is that parents would not suc-
cessfully transmit their genes if they did not help their own young
in special ways: mammalian mothers must nurse their babies;
birds must bring food to their nestlings; a plant must pack an
optimum quantity of nutrients into each of its seeds. Yet this kind
of provisioning is never a generalized helpfulness of adults
toward young. There are always mechanisms at work by which
parents can usually identify their own offspring and confine their
helpfulness to them alone.

If all reproduction is sexual and mates are seldom closely
related to each other, each offspring has half of each parent’s
genes. From a parent’'s perspective, a son or daughter is
genetically half as important as itself, and an offspring’s repro-
duction is half as important as its own, for getting genes trans-
mitted. Yet the same kind of partial genetic identity is true of all
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relatives, not just offspring. It may serve the genetic selfishness of
an individual to behave helpfully toward relatives in general, not
merely offspring. Such behavior arises from what is termed kin
selection, natural selection for the adaptive use of cues that
indicate degrees and probabilities of relationship. To whatever
extent there is evidence of genealogical connections, an indi-
vidual is expected to favor relatives over nonrelatives and close
relatives (parents, offspring, siblings) over more distant ones.

A male bird whose mate laid eggs in his nest can be favored
in evolution if he incubates the eggs and feeds the later hatch-
lings. But what about possible cuckoldry? Can he really be sure
that his mate was not inseminated by a neighboring male so that
one or more of those eggs are not actually his own offspring?
Extra-pair mating by female birds, with or without consent, does
happen in many species. Males in such species are especially
watchful of their mates’ behavior and diligent in chasing rival
males from their territories. It is expected that males, in species in
which an average of 10 percent of the eggs are fertilized by rivals,
will be less conscientious toward their nestlings than in species in
which cuckoldry never happens. Kin selection is one factor that
causes what looks like unselfish behavior. Reciprocation
between unrelated individuals, with immediate or likely future
profit to each participant, is another. So is that which is caused
by the selfish deception or manipulation of another’s kin-selected
or other altruistic or cooperative instincts. Female birds, like
males, cannot be certain that nestlings are their own, because
egg dumping (Sayler, 1992), the laying of an egg in another
bird’s nest while its owner is briefly away feeding, happens in
many species. One female gains genetically by exploiting the
parental instincts of another. The
species in  which deception and
manipulation are most extensively
developed is our own, by virtue of our
language capability. Henry V, accord-
ing to Shakespeare, addressed his
army as ‘We band of brothers’. Fem-
inist leaders speak of the ‘sisterhood’.
Deception and manipulation of others’
emotions can, of course, be for either
a worthy or an unworthy cause.

George C. Williams
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SEEING BOTH SIDES

ARE WE NATURALLY SELFISH?

We are not naturally selfish
Frans B. M. de Waal, Emory University

‘How selfish soever man may be supposed, there are
evidently some principles in his nature, which interest him
in the fortune of others, and render their happiness necessary
to him, though he derives nothing from it, except the pleasure
of seeing it.’

Adam Smith, 1759

When Lenny Skutnik dove into the icy Potomac in Washington,
DC, in 1982, to rescue a plane-crash victim, or when Dutch
civilians sheltered Jewish families during World War I, life-
threatening risks were taken on behalf of complete strangers.
Similarly, Binti Jua, a lowland gorilla at Chicago’s Brookfield Zoo,
rescued an unconscious boy who had fallen into her enclosure,
following a chain of actions no one had taught her.

Such examples make a deep impression mainly because they
benefit members of our own species. But in my work on the
evolution of empathy and morality, | have found evidence so rich
of animals caring for one another and responding to each other’s
distress that | am convinced that survival depends not only on
strength in combat but also at times on cooperation and kind-
ness (de Waal, 1996). For example, it is common among chim-
panzees that a bystander approaches the victim of an attack to
gently wrap an arm around his or her shoulder.

Despite these caring tendencies, humans and other animals
are routinely depicted by biologists as complete egoists. The
reason is theoretical: all behavior is supposed to have evolved to
serve the actor’s own interests. It is logical to assume that genes
that fail to benefit their carrier are at a disadvantage in the pro-
cess of natural selection. But is it correct to call an animal selfish
simply because its behavior evolved for its own good?

The process by which a behavior came to exist over millions
of years of evolution is irrelevant when considering why an animal
here and now acts in a particular way. Animals only see the
immediate consequences of their actions, and even those are
not always clear to them. We may think that a spider builds a
web to catch flies, but this is true only at the functional level.
There is no evidence that spiders have any idea what webs are
for. In other words, a behavior’s purpose says nothing about its
underlying motives.

Only recently has the concept of ‘selfishness’ been robbed of
its vernacular meaning and applied outside the psychological
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domain. Even though the term is now seen by some as synon-
ymous with self-serving, selfishness implies the intention to serve
oneself, hence knowledge of what one stands to gain from a
particular behavior. A vine may serve its own interests by over-
growing a tree, but since plants lack intentions and knowledge,
they cannot be selfish except in a meaningless, metaphorical
sense. For the same reason, it is impossible for genes to be
selfish.

Charles Darwin never confused adaptation with individual
goals, and endorsed altruistic motives. In this he was inspired
by Adam Smith, the moral philosopher and father of eco-
nomics. It says a great deal about the distinction between self-
serving actions and selfish motives that Smith, known for his
emphasis on self-interest as the guiding principle of econom-
ics, also wrote about the universal human capacity of
sympathy.

The origins of this inclination are no mystery. All species that
rely on cooperation show group loyalty and helping tendencies.
These tendencies evolved in the context of a close-knit social life
in which they benefited relatives and companions able to repay
the favor. The impulse to help was, therefore, never totally
without survival value to the ones showing the impulse. But the
impulse became divorced from the consequences that shaped
its evolution, permitting its
expression even when pay-
offs were unlikely, such as
when strangers were the
beneficiaries.

To call all behavior selfish
is like describing all life on
earth as converted sun
energy. Both statements
have some general value but
offer little help in explaining
the diversity we see around
us. Some animals survive
through ruthless competition,
others through mutual aid. A
framework that fails to dis-
tinguish ~ the  contrasting
mind-sets involved may be of
use to the evolutionary biol-
ogist: It has no place in

psychology.

An adult male chimpanzee,
defeated in a fight with a rival,
screams while being comforted
by a juvenile with an embrace.
Such ‘consolations’ have as yet
not been reported for other
animals. The behavior seems a
form of empathy without tangi-
ble benefit to the performer.
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code or case numbers. In that way, no one other than the
experimenter has access to how any particular participant
responded. Another common practice is to report only

INTERIM SUMMARY

® Doing psychological research involves generating a

aggregated data — for example, data averaged across all
participants in the same group or condition. This further
protects the privacy of individual research participants.

Even if all of these ethical conditions are met, the
researcher must still weigh the costs of the study — not the
economic costs but the costs in human terms — against
the potential benefits. Is it really necessary to conduct a
study in which participants will be deceived or embar-
rassed? Only if the researcher and the review board
are reasonably certain that the study can uncover
worthwhile information — either practical or theoretical —
can the research proceed.

Another area in which ethical standards must be observed
is research with animals. About 7 percent of psychologi-
cal studies employ animals, 95 percent of which are rats,
mice, and birds. Psychologists conduct research with
animals for two main reasons. One is that animal
behavior can itself be interesting and worthy of study. A
second is that animal systems can provide models for
human systems, and so research on animals can produce
knowledge that might be impossible or unethical to
obtain from humans. Animal research has in fact played a
pivotal role in understanding and treating psychological
problems such as anxiety, stress, aggression, depression,
drug abuse, eating disorders, hypertension, and Alz-
heimer’s disease (Carroll & Overmier, 2001). Although
debate continues about whether and what kind of
research with animals is ethical, in the United States most
psychologists (80%) and most psychology majors (72%)
support the use of animals in research (Plous, 1996a,
1996b). Amid this wide support, concerns remain about
the small subset of animal studies that involve painful or
harmful procedures. To address these concerns, both
federal and APA guidelines require that any painful or
harmful procedures imposed on animals must be thor-
oughly justified in terms of the knowledge to be gained
from the study. APA guidelines also underscore that
researchers have a moral obligation to treat animals
humanely and to minimize their pain and suffering. Spe-
cific rules about the living conditions and maintenance of
laboratory animals govern how this moral obligation is to
be met.

Aside from these specific guidelines, a central principle
of research ethics is that those who participate in psy-
chology studies should be considered full partners in the
research enterprise. Some of the research discussed in this
text was conducted before the ethical guidelines just
described were formulated and would not be permitted by
most review boards today.
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hypothesis and then testing it by using a scientific
method. Core concepts necessary for understanding
psychology experiments include independent and
dependent variables, experimental and control
groups, random assignment, and measurement and
statistics.

When experiments are not feasible, the correlational
method may be used to determine whether one
naturally occurring variable is associated with another.
The degree of association between two variables is
measured by the correlation coefficient, r, which can be
positive (up to +1.00) or negative (down to —1.00),
depending on whether one variable increases with
another (+) or one variable decreases as the other
increases (—).

Another way of conducting research is to use the
observational method, either through direct observation,
indirect survey methods, or case histories.

A final way of conducting research is by literature review,
either narrative reviews or statistical meta-analyses.

The basic ethical principles governing the ethical
treatment of human participants are minimal risk,
informed consent, and the right to privacy. Any painful
or harmful procedures imposed upon animals must be
thoroughly justified in terms of the knowledge to be
gained from the study.

CRITICAL THINKING QUESTIONS

1 Figure 1.3 displays the results of a classic study

showing that preference for viewing violent TV programs
by boys at age 9 is related to aggressive behavior at age
19. Why does this study fail to demonstrate that
watching violence on TV makes boys more aggressive?
What kind of evidence would be needed to make such
an argument?

Suppose a researcher finds a correlation of .50
between symptoms of disordered eating and a
preoccupation with physical appearance. What can
the researcher conclude? What might explain the
observed relationship? Can you formulate a hypothesis
about cause and effect? How could you test that
hypothesis?
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CHAPTER SUMMARY

Psychology is the scientific study of behavior and
mental processes.

The roots of psychology can be traced to the 4th
and Sth centuries B.c. The Greek philosophers
Socrates, Plato, and Aristotle posed fundamental
questions about the mind, and Hippocrates, the
‘father of medicine’, made many important
observations about how the brain controlled other
organs. One of the earliest debates about human
psychology focused on the question of whether
human capabilities are inborn (the nature view) or
acquired through experience (the nurture view).

Scientific psychology was born in the late nine-
teenth century with the idea that mind and
behavior could be the subject of scientific analysis.
The first experimental laboratory in psychology
was established by Wilhelm Wundt at the Uni-
versity of Leipzig in 1879.

Among the early ‘schools’ of psychology in the
twentieth century were structuralism (the analysis
of mental structures), functionalism (studying how
the mind works so that an organism can adapt to
and function in its environment), behaviorism (the
study of behavior without reference to conscious-
ness), Gestalt psychology (which focuses on the
patterns formed by stimuli and on the organization
of experience), and psychoanalysis (which empha-
sizes the role of unconscious processes in person-
ality development and motivation).

Later developments in twentieth-century psychol-
ogy included information-processing theory, psy-
cholinguistics, and neuropsychology.

The study of psychology can be approached from
several perspectives. The biological perspective
relates actions to events taking place inside the
body, particularly the brain and nervous system.
The behavioral perspective considers only external
activities that can be observed and measured. The
cognitive perspective is concerned with mental
processes, such as perceiving, remembering, rea-
soning, deciding, and problem solving, and with
relating these processes to behavior. The psycho-
analytic perspective emphasizes unconscious
motives stemming from sexual and aggressive
impulses. The subjectivist perspective focuses on
how people actively construct and interpret their
social worlds, which is expected to vary by culture,
personal history, and current motivational state. A
particular topic often can be analyzed from more
than one of these perspectives.
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The biological perspective differs from the other
viewpoints in that its principles are partly drawn
from biology. Often, biological researchers
attempt to explain psychological principles in
terms of biological ones; this is known as reduc-
tionism. Behavioral phenomena are increasingly
being understood at both the biological and psy-
chological levels.

Among the major subfields of psychology are
biological psychology, experimental psychology,
developmental psychology, social and personality
psychology, clinical and counseling psychology,
school and educational psychology, and industrial
and engineering psychology. Many new areas of
inquiry gaining momentum in twenty-first-century
psychology span traditional subfields and dis-
ciplines. These new areas include cognitive neu-
roscience (as well as affective and social cognitive
neuroscience), evolutionary psychology, cultural
psychology, and positive psychology.

Doing psychological research involves generating
a hypothesis and then testing it by using a scien-
tific method. When applicable, the experimental
method is preferred because it seeks to control all
variables except the ones being studied and can
thus test hypotheses about cause and effect. The
independent variable is the one that is manipu-
lated by the experimenter; the dependent variable
(usually some measure of the participant’s
behavior) is the one being studied to determine
whether it is affected by changes in the indepen-
dent variable. In a simple experimental design, the
experimenter manipulates one independent vari-
able and observes its effect on one dependent
variable. An essential element of experimental
design is the random assignment of participants to
experimental and control groups.

In many experiments the independent variable is
something that is either present or absent. The
simplest experimental design includes an experi-
mental group (with the hypothesized cause pres-
ent for one group of participants) and a control
group (with the hypothesized cause absent for
another group of participants). If the manipula-
tion of the independent variable results in a sta-
tistically significant difference in the dependent
variable between the experimental and control
groups, we know that the experimental condition
had a reliable effect, and the difference is not due
to chance factors or a few extreme cases.
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In situations in which experiments are not feasi-
ble, the correlational method may be used. This
method determines whether a naturally occurring
difference is associated with another difference of
interest. The degree of correlation between two
variables is measured by the correlation coeffi-
cient, 7, a number between +1.00 and —1.00. The
absence of any relationship is indicated by 0; a
perfect relationship is indicated by 1. As 7 goes
from 0 to 1, the strength of the relationship
increases. The correlation coefficient can be posi-
tive or negative, depending on whether one vari-
able increases with another (+) or one variable
decreases as the other increases (—).

12
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Another way of conducting research is to use the
observational method, in which one observes the
phenomenon of interest. Researchers must be
trained to observe and record behavior accurately.
Phenomena that are difficult to observe directly
may be observed indirectly by means of surveys
(questionnaires and interviews) or by recon-
structing a case history.

The basic ethical principles governing the ethical
treatment of human participants are minimal risk,
informed consent, and the right to privacy. Any
painful or harmful procedures imposed upon
animals must be thoroughly justified in terms of
the knowledge to be gained from the study.

CORE CONCEPTS

law of effect
overjustification effect
psychology
prosopagnosia
fundamental attribution error
childhood amnesia

obese

cathartic effect
physiology
nature-nurture debate
nature view

nurture view

tabula rasa

associationist psychology
introspection
structuralism
functionalism
behaviorism

gestalt

psychoanalysis
unconscious

free association
information-processing models
psychological perspective
eclectic approach
biological perspective

behavioral perspective

cognitive perspective
psychoanalytic perspective
subjectivist perspective
naive realism
reductionism

biological psychologists
cognitive psychologists
developmental psychologists
social psychologists
personality psychologists
clinical psychologists
counseling psychologists
school psychologists
educational psychologists
organizational psychologists
engineering psychologists
cognitive neuroscience
affective neuroscience
social neuroscience
evolutionary psychology
cultural psychology
positive psychology
hypothesis

theory

scientific

experiments

variable
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independent variable
dependent variable
experimental groups
control group
random assignment
multivariate experiment
measurement
statistics

mean

statistical significance
correlation coefficient
positively correlated
negatively correlated
test

direct observation
survey method

social desirability effects
case history

literature review
narrative review
meta-analysis
minimal risk
informed consent
debriefing

right to privacy
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http://www.atkinsonhilgard.com/
Take a quiz, try the activities and exercises, and explore web links.

http://academic.udayton.edu/gregelvers/hop/welcome.asp

This History of Psychology website gives you access to information about important psychologists throughout
history, provides a host of web links, and even has a trivia section. Do you know who left human bone dust in the
drill presses in the mechanical workshops of the Hungarian Post Office while doing research on the inner ear? Find
out here!

http://www.apa.org/science/infostu.html
This site — provided by the American Psychological Association — offers you access to the wide variety of oppor-
tunities available for psychology students.

http://www.apa.org/ethics/code.html

http://www.bps.org.uk/the-society/code-of-conduct/code-of-conduct_home.cfm
If you are concerned about the ethics of psychology, search through these detailed sites to learn more about the
principles of psychologists and their code of conduct, from US and UK perspectives.

CD-ROM LINKS

Psyk.Trek 3.0

Check out CD Unit 1, History and Methods

1a Psychology’s timeline

1b The experimental method

1d  Statistics: Correlation

1e Searching for research articles in psychology
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CHAPTER 2

BIOLOGICAL
FOUNDATIONS
OF PSYCHOLOGY




I magine waking up one morning to discover that your sense of smell has
intensified to such a degree that all other perceptual experiences pale in
comparison. You soon discover that you can tell all your friends and
acquaintances apart by just their body odor, and that you can find your way in
your home town by the smell of the familiar shops and street corners.
Excitement takes hold of you. You realize you are shivering with emotion, a
yearning to take in the smell of everything and everyone that surrounds you,
and a desire to touch it all as well. And although you are aware that your
desires are not sexual, you resist these temptations when you are in the com-
pany of others — it would seem inappropriate to behave that way.

These were actually the experiences of a young medical student named
Stephen D., as recounted by Oliver Sacks in the story ‘The Dog Beneath the
Skin’ in his famous book The Man Who Mistook His Wife for a Hat. Oliver
Sacks is a neurologist whose writings of case histories have inspired many
students of the human brain. Stephen, we are told, is a regular user of cocaine,
PCP, and amphetamines. One night he has a very lively dream in which he is a
dog and his world is rich with inspiring odors. He awakens to discover that his
sense of smell has actually changed dramatically. And Stephen feels emotion-
ally different. His longing to smell and touch everything comes with a sense of
melancholia, a desire to return to a long-forgotten place. His thinking also
seems to change. He enjoys the immediacy of every experience deeply and
discovers that he is finding it more difficult than before to reflect on his
experiences and think abstractly. After three weeks Stephen’s symptoms dis-
appear and everything returns to normal, to his relief and regret.

Olfaction is the term used for our sense of smell. Hyperosmia (the increased
ability to smell), as well as anosmia (the inability to smell), can be the conse-
quence of brain injury or infection, or caused by the use of certain medications.
These changes in olfactory sensations have a remarkable impact on the emo-
tional experiences of the patients. How can this be explained? Olfactory infor-
mation is transmitted to a few different places in the brain, through multiple
pathways. One pathway involves areas that are responsible for the perception
and discrimination of odors, and damage to these areas results in the inability to
discriminate odors. Another pathway involves brain areas that are responsible
for emotional and motivational aspects of behavior. This latter pathway sets
the olfactory system apart from the other sensory systems: the emotional expe-
rience that accompanies the sensation of an odor is quite literally more direct

than the emotion that might result from a visual or auditory experience.
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We will see that many aspects of human behavior can
be understood by taking a look at our biology. For
example: exploring the consequences of certain brain
injuries teaches us how the brain represents our experi-
ences and behaviors. Similarly, the effects of medications

THE STUDY OF THE BIOLOGICAL
BASES OF PSYCHOLOGY

The introduction illustrates that our perceptions, experi-
ences and behaviors are based on the activation of our
nervous system, and that an understanding of its func-
tioning is important for the study of psychology. If this
idea strikes you as mechanistic, as if to reduce a human
being to some type of biological machine, you are not
the first to have this response! The French philosopher
René Descartes (1596-1650) proposed that all animal and
human action was a mechanical response to an external
stimulus: a reaction of a complex system consisting of
tubes containing fluids and switching gears. But Descartes
was well aware of the fact that denial of the existence of a
human soul would have theological implications that
would offend the Church and make his theory unaccept-
able. He was careful to leave room for the human soul and
proposed that it is our soul that chooses a particular
response from among a set of possible responses. It affords
us our flexibility, so that we can have different responses to
the same stimulus. Descartes’ mind-body dualism proposes
that the mind (or soul) exists separately from the physical
body, and that both can influence each other.

In this chapter, you will be introduced to our current
understanding of our biological foundation. It will not be a
story about a system of tubes and gears, but rather about
the nervous system. This physical system consists of bio-
logical cells (neurons) that communicate with one another
biochemically. As you study this chapter, some of the
material might at first strike you as dry or perhaps as
daunting. It is quite difficult to think of oneself in terms of
a neural system: your unique human experiences (love,
fear, bewilderment) seem impossible to reduce to some-
thing as prosaic as that. However, you might also find it
quite stimulating. If the human experience is awe-inspiring,
then the biological system that makes it possible for us to
have these experiences must be rather complex and fasci-
nating itself. And indeed, it is. Our brain might very well be
the single most complex object that we know about.

The study of the biological basis of our behavior
involves considerations about its evolution. An important
concept in evolutionary biology is that of pre-adaptation
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or recreational drugs illustrate the role neurotransmitters
play as the chemical messengers of the nervous system.
In this chapter we will take a look at the nervous system,
its building blocks and organization, as well as its evo-
lutionary history.

(Mayr, 1960). An example is the evolution of a voicing
system: mouth, teeth and tongue gained a new function in
producing sounds (and later, the pronunciation of lan-
guage), even though they clearly evolved initially for
eating. Mayr’s idea was that many evolutionary ‘novel-
ties” are the result of a process by which an existing sys-
tem is co-opted, which means that it allows for the
development of a new function. A similar mechanism is
often proposed to explain the development of specific
human abilities. Two compelling examples are the
development of moral disgust and the development of our
response to social exclusion.

Paul Rozin, an American psychologist who likes to refer
to himself as ‘Dr. Disgust’, proposes that moral disgust
could develop because of the existence of a distaste and
disgust system created by evolution to protect us from
ingesting poisonous food (Rozin, Haidt, & McCaeley,
2000). The ‘disgust face’ was mentioned already by Dar-
win, who described the gape, the tongue extension, the
nose wrinkle, and the dropping of the mouth corners as a
response that would prevent food from entering the
mouth, or encourage its discharge. Nausea, the physio-
logical state that might accompany disgust, has a similar
function, as does the associated response of increased sal-
ivation. We know that the disgust response is associated
with brain activation in the right prefrontal area as well as
the basal ganglia. Rozin proposes that disgust, which
started its evolutionary life as response to avoid harm to
the body, ultimately evolved to become a mechanism for
avoiding harm to the soul. Moral offenses (such as sexual
offenses or war atrocities) elicit an emotional response that
is similar to the basic disgust response. Research shows
that people shy away from contact with a morally offensive
person as if the person has a contagious illness, even if that
contact is indirect: Rozin’s subjects found Adolf Hitler’s
sweater extremely aversive, as if it was contaminated.
Exactly which behaviors are considered morally disgusting
differs to some degree across different cultures, so that
learning what is morally offensive and disgusting is part of
an individual’s socialization.

Another human response that can be understood from
within a model of pre-adaptation is our response to being
socially excluded. For human beings it is of the utmost
importance to be part of a social group because such
connections provide safety, and it has been shown that
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social exclusion poses a threat to an individual’s physical
and emotional health. Research has shown that human
beings respond to social exclusion by becoming indiffer-
ent and apparently numb to emotional pain (DeWall &
Baumeister, 2006). We may understand this if we realize
that the evolution of a system of social interaction might
have co-opted an evolutionarily older system: the system
that allowed for responses to physical pain. A healthy
reaction to a painful stimulus sometimes is to (defen-
sively) increase the , meaning that pain
sensitivity is reduced. According to the pre-adaptation
model, the physiological system that responds to physical
pain evolved to accrete the function of responding to
social pain. This leads to the prediction that social
exclusion should influence how an individual responds to
physical pain. This prediction was tested experimentally
by Nathan deWall and Roy Baumeister (DeWall &
Baumeister, 2006). The experimenters threatened half of
their subjects with the prospect of a lonely future, whereas
control subjects were told that they would have mean-
ingful and lasting relationships. Subjects were made to
believe that the experimenters based their predictions on
the results of a personality test. In reality, subjects were
randomly assigned to one of the two conditions. The
researchers hypothesized that the physical pain thresholds
of the subjects in the ‘future alone’ condition should be
higher, and this is exactly what they found. Subjects in
this condition also had higher physical (the
ability to withstand pain) than subjects in the control
condition. These results suggest that the emotional
numbness reported by ostracized people might be part of
a defensive response generated by a common physiolog-
ical system that is responsible for physical as well as
emotional pain. Further support for this comes from
studies showing that certain areas in the brain are acti-
vated by distress associated with physical pain as well as
with social exclusion.

We have seen that some human behaviors (the response
to morally offensive behavior and to social exclusion) can
be studied and understood from within a model that takes
the evolutionary history of our nervous system into account.
This insight is nicely underscored by the fact that we use
similar words to refer to disgusting food items and dis-
gusting acts (for example nauseating), and similar words for
physical and social pain (i hurts) — and not just in English.

At this point, it is important to introduce some basic
terminology (see Figure 2.1). The term
refers to all neural tissue. This system is divided into the
central nervous system (CNS) and the peripheral nervous
system (PNS). The includes the

(the part of the nervous system that resides in the
skull) and the . The
includes the remainder of the neural tissue in the rest of
the body. carry signals from the body to
the CNS, whereas carry signals from the
CNS to the body.
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Figure 2.1 The organization of the nervous system.

The PNS consists of the , which carries
messages to and from the sense receptors, muscles, and the
surface of the body (for conscious sensory functions and
voluntary motor functions), and the ,
which connects with the internal organs and glands (for
automatic and involuntary functions, such as the beating
of the heart). The sensory nerves of the somatic system
transmit information about external stimulation from the
skin, muscles, and joints to the central nervous system.
That is how we become aware of pain, pressure, and
temperature variations. The motor nerves of the somatic
system carry impulses from the central nervous system to
the muscles, where they initiate action. All the muscles we
use in voluntary movements, as well as involuntary
adjustments in posture and balance, are controlled by these
nerves. The nerves of the autonomic system run to and
from the internal organs, regulating processes such as
respiration, heart rate, and digestion.

In this chapter we will study these systems in detail by
taking a look at specific parts of the nervous system (in
particular: the brain and the autonomic system), as well
as the endocrine system (the system of glands in charge of
hormone secretion). The final section of this chapter
concerns evolutionary biology and its relevance for the
study of human behavior. We will start with the basic
building blocks of the nervous system (neurons), and their
communication system.

INTERIM SUMMARY

® Researchers have proposed that some human functions
(such as moral disgust and our response to social
exclusion) could develop through a process of pre-
adaptation, by co-opting (‘hijacking’) existing systems
(in these cases, the systems for physical disgust and
physical pain).

® The nervous system is divided into the central nervous
system and the peripheral nervous system. The central
nervous system includes the brain and the spinal cord.
The peripheral nervous system includes the somatic
system and the autonomic system.
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CRITICAL THINKING QUESTIONS

1 Can you think of another human function that might
have developed by co-opting an existing function?

2 Most modern psychologists believe that it is important
to study how the nervous system works. Do you agree?

NEURONS, THE BUILDING BLOCKS
OF THE NERVOUS SYSTEM

The basic unit of the nervous system is the , a
specialized cell that transmits neural impulses or messages
to other neurons, glands, and muscles. Neurons hold the
secrets of how the brain works. We know the role they
play in the transmission of nerve impulses, and we know
how some neural circuits work, but we are just beginning
to unravel their more complex functioning in memory,
emotion, and thought.

The many types of neurons in the nervous system differ
markedly in size and appearance, but they all have certain
common characteristics (see Figure 2.2). Projecting from
the cell body, or soma, are a number of short branches
called (from the Greek word dendron, meaning
‘tree’), which receive neural impulses from other neurons.
The is a slender tube that extends from the soma
and transmits these messages to other neurons. At its end,
the axon divides into a number of tiny branches that end
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Nodes of Ranvier

Axon (inside

myelin sheath)
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\_ Myelin sheath Y/
S y,

in small swellings called synaptic terminals or

The terminal buttons do not actually touch the adja-
cent neuron. There is a slight gap between the terminal
button and the cell body or dendrites of the receiving
neuron. This junction is called a , and the gap
itself is called the . When a neural impulse
travels down the axon and arrives at the terminal buttons,
it triggers the secretion of a , a chemical
that diffuses across the synaptic gap and stimulates the
next neuron, thereby transmitting the impulse from one
neuron to the next. The axons from a great many neurons
form synapses on the dendrites and cell body of a single
neuron (see Figure 2.3). In this way, the post-synaptic
(receiving) neuron integrates information from multiple
pre-synaptic neurons.

Although all neurons have these general features, they
vary greatly in size and shape (see Figure 2.4). A neuron
in the spinal cord may have an axon up to a meter long,
running from the end of the spine to the muscles of the big
toe; a neuron in the brain may cover only a few thou-
sandths of a centimeter.

Neurons are classified into three categories, depending
on their general function. transmit
impulses received by receptors to the central nervous
system. The are specialized cells in the sense
organs, muscles, skin, and joints that detect physical or
chemical changes and translate these events into impulses
that travel along the sensory neurons. carry
outgoing signals from the central nervous system to
muscles and glands. connect sensory (affer-
ent) and motor (efferent) neurons. Interneurons are found
only in the central nervous system and in the eyes.

A is a bundle of elongated axons
belonging to hundreds or thousands of neu-
rons. For example, the optic nerve carries the
signals from the eye to the brain. A single
nerve may contain axons from both sensory
and motor neurons. The cell bodies of neurons
are generally grouped together throughout the
nervous system. In the brain and spinal cord, a
group of cell bodies of neurons is referred to as
a (plural: nuclei). A group of neuronal
cell bodies found outside the brain and spinal
cord is called a (plural: ganglia).

In addition to neurons, the nervous system
has a large number of nonneural cells, called

, that are interspersed among — and
often surround - neurons. Glial cells out-
number neurons by 9 to 1 and take up more
than half the volume of the brain. The name

Figure 2.2 Schematic Diagram of a Neuron. Arrows indicate the direction
of the nerve impulse. Some axons are branched; the branches are called
collaterals. The axons of many neurons are covered with an insulating myelin
sheath that helps increase the speed of the nerve impulse. (Adapted from Human
Anatomy by Anthony J. Gaudin and Kenneth C. Jones. Copyright © 1988 by Anthony J.
Gaudin and Kenneth C. Jones. Reprinted by permission of the authors.)
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glia, derived from the Greek word for ‘glue’,
suggests one of their functions — namely, to
hold neurons in place. In addition, they pro-
vide nutrients to the neurons and appear to
‘keep house’ in the brain by gathering and
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Figure 2.3 Synapses at the Cell Body of a Neuron. Many different axons,
each of which branches repeatedly, synapse on the dendrites and cell body of a
single neuron. Each branch of an axon ends in terminal buttons that contain
neurotransmitters. When released, neurotransmitters transmit the nerve impulse
across the synapse to the dendrites or cell body of the receiving cell.
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packaging up waste products and taking up
dead neurons and foreign substances,
thereby maintaining the signaling capacity
of neurons (Haydon, 2001).

Action potentials

One important term left unexplained thus
far is the neural impulse. Information moves
along a neuron in the form of a neural
impulse called an action potential — an elec-
trochemical impulse that travels from the
cell body down to the end of the axon. Each
action potential is the result of movements
by electrically charged molecules, known as
ions, in and out of the neuron. The key to
understanding the generation of the action
potential lies in appreciating that neurons
are normally very selective about what ions
can flow in and out of the cell. That is, the cell
membrane of the neuron (including its axon)
is semi-permeable, which means that some
ions can pass through the cell membrane
easily and others are not allowed to pass
through except when special passageways in
the membrane are open. These passageways,
called ion channels, are doughnut-shaped
protein molecules that form pores across the
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P
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Figure 2.4 Shapes and Relative Sizes of Neurons. The axon of a spinal cord neuron (not shown in its entirety in the figure) may be

about a meter long.
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Figure 2.5 lon Channels. Jons such as sodium (Na*), potas-
sium (K*), and chloride (CI~) pass through the cell membrane via
doughnut-shaped protein molecules called ion channels.

cell membrane (see Figure 2.5). These proteins regulate
the flow of ions such as sodium (Na™), potassium (K™),
and chloride (CI") in and out of the neuron. (You may be
more familiar with the terms natrium for Na', and
kalium for K*.) Each ion channel is selective, permitting
only one type of ion to flow through it when it is open.
The importance of Na™ channels is shown by the effect
of local anesthetic agents such as novocaine, which is
routinely used to numb the mouth during dental proce-
dures. Novocaine prevents Na™ channels from opening,
thus preventing sensory signals from reaching the brain
(Catterall, 2000).

When a neuron is not generating an action potential, it
is referred to as a resting. At rest, the cell membrane is not
permeable to Na* ions, and these ions are
found at a high concentration outside the
neuron. In contrast, the membrane is perme-
able to K" ions, which tend to concentrate
inside the neuron. Certain protein structures,
called , help to maintain this uneven
distribution of ions across the cell membrane
by pumping them into or out of the cell. For
example, the ion pumps transport Na™* out of
the neuron whenever it leaks into the neuron
and transports K* back into the neuron
whenever it gets out. In this way the resting
neuron maintains high concentrations of Na™
outside the cell and low concentrations inside
it. The overall effect of these ion channels and
pumps is to electrically the cell mem-
brane of the resting neuron, keeping the inside
of the neuron more negative than the outside.

+
N
o

Membrane potential (mV)
S
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The electrical potential of a neuron at rest is termed the

. For most neurons, the resting potential is
around —70 millivolts (mV). The resting potential of a
neuron is similar to the charge held by a battery; both
neurons and batteries use electrochemical gradients to
store energy. The neuron’s energy can be used to generate
action potentials. How does this happen?

The electric potential across a neuron’s cell membrane
will change if it is stimulated by other neurons. This
stimulation is caused by the action of neurotransmitters
that are released by the pre-synaptic neuron, and received
by the post-synaptic neuron. If the change in electric
potential is very small, nothing dramatic will happen. For
example, if the potential is raised to about —60 mV or so,
the neuron’s ion pumps will quickly restore the resting
potential of —70 mV. However, if the change in electric
potential is large enough, a different set of events occurs.
For most neurons, —55 mV constitutes the

: if the electric potential is raised above this
value, the cell membrane becomes temporarily unstable,
resulting in an action potential. In other words: the initial
depolarization caused by external stimulation raises the
potential above threshold. This leads to a cascade of
events that results in a temporary reversal (called

) of the potential across the membrane. First,
voltage-sensing Na* channels located on the axon sud-
denly open so that Na* ions can now cross the membrane
into the cell. These positively charged sodium ions will
flood into the cell because opposite charges attract one
another and the inside of the cell is negatively charged.
Now the inside of that area of the axon becomes positive
relative to the outside, going up to about +40 mV or so.
Next, some other positively charged ions (in particular
potassium ions, K*) are forced out, and the ion pumps
begin to restore the electrical balance across the cell’s
membrane to its original state. This entire process takes
only milliseconds, and the resulting spike in electric
potential is called the action potential — see Figure 2.6.

Action potential

=70 =——

Resting potential
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0 1 2 3 4

Time (msec) —»

Figure 2.6 Action Potential.
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a) During an action potential, sodium gates in the neuron membrane open
and sodium ions enter the axon, bringing a positive charge with them.
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b) After an action potential occurs at one point along the axon, the sodium
gates close at that point and open at the next point along the axon. When
the sodium gates close, potassium gates open and potassium ions flow

out of the axon, carrying a positive charge with them.

Figure 2.7 Action Potential Propagating along the Axon.

The action potential will propagate itself down the
axon, in the direction of the terminal buttons. This is
because neighboring Na* channels sense the voltage drop
and open, causing the adjacent area of the axon to
depolarize. This process repeats itself down the length of
the axon (see Figure 2.7). The reason that an action
potential travels only in one direction and not backwards,
is the result of a : after it has generated
a ‘spike,” the membrane cannot do so again for about
one millisecond.

The speed of the action potential as it travels down the
axon can vary from about 1 to 120 meters per second.
The speed is affected by whether the axon is covered with
a . This sheath consists of specialized glial
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cells that wrap themselves around the axon,
one after another, with small gaps between
them (refer back to Figure 2-2). These tiny gaps
are called , named after the
French anatomist. The insulation provided by
the myelin sheath allows for

, in which the nerve impulse jumps from
one node of Ranvier to the next. This greatly
increases the speed of transmission of the
action potential down the axon. (Saltatory
comes from the Latin word saltare, which
means ‘to leap’.) The myelin sheath is particu-
larly prevalent where rapid transmission of the
action potential is critical — for example, along
axons that stimulate skeletal muscles. In mul-
tiple sclerosis, a disorder in which symptoms
first become evident between the ages of 16 and
30, the immune system attacks and destroys the
body’s own myelin sheaths, producing severe
motor nerve dysfunction.

Synaptic transmission and neural
coding

It is important to realize that, in terms of neural
communication, firing off an action potential is
all a neuron can do. The neuron fires an action
potential in a single, brief pulse and then
becomes inactive for a few thousandths of a
second. It can only be triggered if the stimula-
tion by pre-synaptic neurons reaches the
threshold level. Thus, in response to any given
synaptic input, a neuron either fires an action
potential or it does not, and # it fires an action
potential, the potential is always the same size.
This is referred to as the . You
can think of neuronal action potentials as the
binary signals (0’s and 1’s) computers use to
implement software instructions. Neurons are
either firing an action potential (1) or not (0). Once ini-
tiated, the action potential travels down the axon to its
many axon terminals.

But how can the nervous system code for (that is,
represent) the complexity of our experiences, if the basic
unit of communication is so very simple? Each ‘coding
question’ has a different answer, revealing the complexity
of the nervous system itself. But there are some basic
principles. For example, imagine listening to a sound and
noticing that it is becoming louder. This change in
intensity is coded for at the level of the response of single
neurons. Even though a neuron can only fire off action
potentials, the frequency of its firing can change. In other
words: a single neuron might respond to a particular
sound with a response rate of 200 action potentials per



40

BIOLOGICAL FOUNDATIONS OF PSYCHOLOGY

Response at low intensity

The neurotransmitter and the receptor site fit together
like the pieces of a jigsaw puzzle or a key and its lock.
This causes a change in the perme-
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Figure 2.8 Response of a single neuron to a stimulus
presented at low and high intensity. Each ‘spike’ is an action
potential generated in response to the stimulus. For most
neurons, the maximum rate of response is about 1,000 action

potentials per second.

second, and increase its response rate
to 800 action potentials per second as
the sound increases in intensity. This
kind of frequency coding is depicted in
Figure 2.8.

Another way in which the nervous
system might reflect something as simple
as an increase in the intensity of a stim-
ulus, is by involving a greater population
of neurons in the response. Population
coding can be powerful, because the
synchronization (or lack thereof) in the
response of the individual neurons often
contains meaning as well. The consider-
ation of coding questions reveals that the
true power of the nervous system lies in
the complexity of the connections
between individual neurons.

As mentioned earlier, neurons do not
connect directly at a synapse, and the
signal must travel across a slight gap
(see Figure 2.9). When an action
potential moves down the axon and
arrives at the terminal buttons, it stim-
ulates synaptic vesicles in the terminal
buttons. The synaptic vesicles are small
spherical structures that contain neuro-
transmitters. When they are stimulated,
they discharge the neurotransmitters
into the synapse. The neurotransmitters
diffuse from the pre-synaptic neuron
across the synaptic gap and bind to
receptors, which are proteins lodged in
the dendritic membrane of the post-
synaptic neuron.

ability of ion channels in the receiving neuron. The effect
of this change might be either excitatory or inhibitory.
An effect allows positively charged ions (such
as Na™) to enter the post-synaptic neuron, which depo-
larizes as a result (so that the inside is more positively
charged than it was before). This makes the post-
synaptic neuron more likely to reach its excitation
threshold and thus more likely to generate an action
potential. The change in permeability of the ion channels
in the receiving neuron can also be . In that
case, positively charged ions (such as K*) leave the
neuron, or negatively charged ions (such as CI") enter.
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Figure 2.9 Release of Neurotransmitters Into a Synaptic Gap. The neuro-
transmitter is carried to the pre-synaptic membrane in synaptic vesicles, which fuse
with the membrane and release their contents into the synaptic gap. The neuro-
transmitters diffuse across the gap and combine with receptor molecules in the post-

synaptic membrane.
Adapted from In Search of the Human Mind by Robert Sternberg (Wadsworth, 1995), ©
Robert Sternberg
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An electron micrograph of a neuron densely packed with
synapses

The post-synaptic neuron becomes (the
inside is more negatively charged than before). Conse-
quently, it is less likely to reach its excitation threshold
and therefore less likely to generate an action potential.

Some of the most important neurotransmitters in our
nervous system are described below. The effect of certain
neurotransmitters is always excitatory, for others is it
always inhibitory. However, for some neurotransmitters
the effect can be either excitatory or inhibitory, depending

on the receptor molecules in place.

Any particular neuron may receive input from many
pre-synaptic neurons. Some of this input might be exci-
tatory, and some inhibitory. If — at a particular moment
and at a particular place on the cell membrane — the
excitatory effects are greater than the inhibitory effects so
that threshold is reached, depolarization occurs and the
neuron produces an action potential. In other words, the
post-synaptic neuron summates the input it receives from

its pre-synaptic neurons.

Once a neurotransmitter substance is released and
diffuses across the synaptic gap, its action must be very
brief to maintain precise control. For some neuro-
transmitters, the synapse is almost immediately cleared by
re-absorption of the neuro-
transmitter by the synaptic terminals from which it was
released. Reuptake cuts off the action of the neuro-
transmitter and spares the axon terminals from having to
manufacture more of the substance. For other neuro-

a process of

transmitters, the effect is terminated by

enzymes in the synaptic gap chemically break up the

neurotransmitter and make it inactive.
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INTERIM SUMMARY

® The basic unit of the nervous system is the neuron.

® Neurons receive chemical signals on branches called
dendrites and transmit electrochemical potentials down
a tubelike extension called the axon.

® Chemical neurotransmitters are released at synapses
and carry messages between two neurons.
Neurotransmitters exert their action by binding to
receptors.

® \When a neuron is depolarized above its excitation
threshold, it generates an all-or-none action potential.
This action potential moves down the axon and initiates
the release of neurotransmitter at the terminal buttons.

CRITICAL THINKING QUESTIONS

1 Only about a tenth of the cells in your brain are neurons
(the rest are glial cells). Does this mean that you use only
10 percent of your brain when you think? What else
might this fact mean?

2 Local anesthetics, such as those dentists use, work
by blocking Na™ gates in the neurons near the point
of injection. Of course, dentists and physicians
typically inject them in a part of the body near the
source of pain. What do you think such a drug would
do if it was injected into the brain? Would it still block
pain and touch but nothing else, or would its effect
be different?

Neurotransmitters

More than 70 different neurotransmitters have been iden-
tified, and others surely will be discovered. Some neuro-
transmitters can bind to more than one type of receptor
and cause different effects on different types of receptors.
For example, the neurotransmitter glutamate can activate
at least ten types of receptor molecules, enabling neurons
to respond in distinct ways to this same neurotransmitter
(Madden, 2002). Certain neurotransmitters are excitatory
at some sites and inhibitory at other sites because two types
of receptor molecules are involved. In this chapter we
obviously cannot discuss all of the neurotransmitters in the
nervous system. Instead, we will focus on a few that
influence behavior.

Acetylcholine is present at many synapses throughout
the nervous system. It is usually excitatory, but it can
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also be inhibitory, depending on the type of receptor
molecule in the membrane of the receiving neuron.
Acetylcholine is particularly prevalent in an area of the
forebrain called the hippocampus, which plays a key role
in the formation of new memories (Eichenbaum, 2000).
This neurotransmitter plays a prominent role in Alz-
heimer’s disease, a devastating disorder that affects
many older people by causing impairment of memory
and other cognitive functions. Neurons in the forebrain
that produce acetylcholine tend to degenerate in Alz-
heimer’s patients, who then produce less acetylcholine.
The less acetylcholine is produced, the more serious the
memory loss.

Acetylcholine is also released at every synapse where a
neuron terminates at a skeletal muscle fiber. The ace-
tylcholine is directed onto small structures called end
plates on the muscle cells. The end plates are covered with
receptor molecules that, when activated by acetylcholine,
trigger a molecular linkage inside the muscle cells that
causes them to contract. Certain drugs that affect ace-
tylcholine can produce muscle paralysis. For example,
botulinum toxin, which forms from bacteria in improp-
erly canned foods, blocks the release of acetylcholine at
nerve-muscle synapses and can cause death by paralyzing
the muscles used in breathing. Some nerve gases devel-
oped for warfare, as well as many pesticides, cause
paralysis by destroying the enzyme that degrades ace-
tylcholine once the neuron has fired. When the degrada-
tion process fails, there is an uncontrolled buildup of
acetylcholine in the nervous system, and normal synaptic
transmission becomes impossible.

Norepinephrine is a neurotransmitter that is produced
mainly by neurons in the brainstem. Cocaine and
amphetamines prolong the action of norepinephrine by
slowing down its reuptake. Because of this delay, the
receiving neurons are activated for a longer period, which
causes these drugs’ stimulating psychological effects. In
contrast, lithium speeds up the reuptake of norepinephrine,
causing a person’s mood level to be depressed. Any drug
that causes norepinephrine to increase or decrease in the
brain is correlated with an increase or decrease in the
individual’s mood level.

Dopamine is chemically very similar to norepinephrine.
Release of dopamine in certain areas of the brain pro-
duces intense feelings of pleasure, and current research is
investigating the role of dopamine in the development of
addictions. Too much dopamine in some areas of the
brain may cause schizophrenia, and too little in other
areas may lead to Parkinson’s disease. Drugs used to treat
schizophrenia, such as chlorpromazine or clozapine,
block the receptors for dopamine. In contrast, L-dopa, a
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drug commonly prescribed to treat Parkinson’s disease,
increases dopamine in the brain.

Like norepinephrine, serotonin plays an important role in
mood regulation. For example, low levels of serotonin
have been associated with feelings of depression. Seroto-
nin reuptake inhibitors are antidepressants that increase
serotonin levels in the brain by blocking its uptake by
neurons. Prozac, Zoloft, and Paxil, drugs that are com-
monly prescribed to treat depression, are serotonin
reuptake inhibitors. Because serotonin is also important
in the regulation of sleep and appetite, it is also used
to treat the eating disorder bulimia. Interestingly, the
hallucinogenic drug [lysergic acid diethylamide (LSD)
induces its effects by binding to serotonin receptors in the
brain.

The excitatory neurotransmitter glutamate is present in
more neurons of the central nervous system than any other
transmitter. Glutamate is excitatory because it depolarizes
neurons upon which it is released. Of the three or more
subtypes of glutamate receptors, one in particular, the
NMDA receptor, is thought to affect learning and mem-
ory. It is named for the chemical (N-methyl-D-aspartate)
that is used to detect it. Neurons in the hippocampus are
particularly rich in NMDA receptors, and this area seems
to be critical in the formation of new memories (Eichen-
baum, 2000; see Chapter 7). Disruptions in glutamate
neurotransmission have been implicated in schizophrenia.

Another prominent amino acid neurotransmitter is
gamma-aminobutyric acid (GABA). This substance is a
major inhibitory transmitter; in fact, most synapses in the
brain use GABA. The drug picrotoxin, which blocks
GABA receptors, produces convulsions because muscle
movement cannot be controlled by the brain without
GABA’s inhibiting influence. The tranquilizing effects of
certain antianxiety drugs, the benzodiazepines, are a
result of GABA’s inhibitory action (see Chapter 15).

The functions of these neurotransmitters are summar-
ized in the Concept Review Table.

INTERIM SUMMARY

® The most important neurotransmitters include
acetylcholine, norepinephrine, dopamine, serotonin,
gamma-aminobutyric acid (GABA), and glutamate.

® Neurotransmitters have either excitatory or inhibitory
effects on neurons, depending on the type of
postsynaptic receptor they bind to.
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Neurotransmitters and Their Functions

Neurotransmitter Function

Acetylcholine Involved in memory and attention; decreases
associated with Alzheimer’s disease. Also

transmits signals between nerve and muscle.

Norepinephrine Increased by psycho-timulants. Low levels

contribute to depression.

Dopamine Mediates the effects of natural rewards (food

and sex, for example) and drugs of abuse.

Serotonin Important in mood and social behavior. Drugs
that alleviate depression and anxiety increase

serotonin levels in synapse.

Glutamate Major excitatory neurotransmitter in brain.

Involved in learning and memory.

GABA Major inhibitory neurotransmitter in brain.
Drugs that alleviate anxiety enhance activity of
GABA.

CRITICAL THINKING QUESTIONS

1 There are several different neurotransmitter systems in
the brain. Why do you think there is such neurochemical
diversity?

2 Why do you think Alzheimer’s disease cannot be cured
through the intake of a neurotransmitter?

3 What are some of the advantages provided by chemical
signaling in the brain? What are some of the
disadvantages?

THE ORGANIZATION OF THE BRAIN

There are a number of ways to conceptualize the structure
of the brain. The most common approach is one that
divides the brain into three main regions based on loca-
tion (see Figure 2.10): (1) the , which includes all
the structures located in the hind (‘posterior’) part of the
brain, closest to the spinal cord, (2) the , located
in the middle of the brain, and (3) the , which
includes the structures located in the front (‘anterior’) part
of the brain.

An alternative way to conceive of the organization of
the brain is in terms of function. The Canadian
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investigator Paul MacLean (MacLean, 1973) proposed
that we can think of the human brain as three concentric
layers: (1) the , which regulates our most
primitive behaviors, (2) the , which controls
our emotions, and (3) the , which regulates our
higher intellectual processes. The central core, also known
as the brainstem, controls involuntary behaviors such as
coughing, sneezing, and gagging and ‘primitive’ behaviors
that are under voluntary control, such as breathing,
vomiting, sleeping, eating, drinking, temperature regula-
tion, and sexual behavior. It includes all the structures in
the hindbrain and midbrain and two structures in the
forebrain: the hypothalamus and the thalamus. This
means that the central core of the brain stretches from
the hindbrain to the forebrain. McLean’s functional
division is obviously meaningful, but not easy to visualize.
This is why we will use the division based on
location, as we discuss different structures in the brain
(see Figure 2.11).

The hindbrain

The hindbrain sits on top of the spinal cord, and it is
crucial for basic life functions.

The first slight enlargement of the spinal cord as it enters
the skull is the , a narrow structure that controls
breathing and some reflexes that help maintain upright
posture.

Above the medulla is the , which is important for the
control of attentiveness, as well as the timing of sleep. At
this point, the major nerve tracts coming up from the
spinal cord cross over so that the right side of the brain is
connected to the left side of the body, and the left side of
the brain is connected to the right side of the body.

A network of neural circuits that extends from the lower
brainstem up to the thalamus in the forebrain, and tra-
versing some of the other central core structures, is called
the . This network of neurons acts to
control arousal. When an electric current of a certain
voltage is sent through electrodes implanted in the retic-
ular formation of a cat or dog, the animal goes to sleep;
stimulation by a current with a more rapidly changing
waveform awakens the sleeping animal. The reticular
formation also plays a role in our ability to focus atten-
tion on particular stimuli. All of the sense receptors have
nerve fibers that feed into the reticular system, which
appears to act as a filter. It allows some sensory messages
to pass to the cerebral cortex (that is, to conscious
awareness) while blocking others.
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Figure 2.11 The main structures of the human brain.

The forebrain includes
structures located in the
anterior part of the brain

The midbrain is located
in the middle of the brain

The hindbrain includes
all structures located
in the posterior part
of the brain

Corpus callosum
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Attached to the rear of the brainstem slightly above the

medulla is a convoluted structure called the

which is concerned primarily with the coordination of
movement. Specific movements may be initiated at higher
levels, but the coordination of those movements depends
on the cerebellum. Damage to the cerebellum results
in jerky, uncoordinated movements. In addition to coor-
dinating movement, the cerebellum is important for
learning new motor responses (Thompson & Krupa,
1994; see Chapter 7). Direct neural connections between
the cerebellum and frontal parts of the brain are involved
in language, planning, and reasoning (Middleton &
Strick, 1994). These connecting circuits are much larger
in human beings than in monkeys and other animals. This
and other evidence suggest that the cerebellum may play a
role in the control and coordination of higher mental

functions as well as in the coordination of movements.

The midbrain

The midbrain is relatively small in humans. It is found just

above the pons, and surrounded by the forebrain.

The midbrain contains two small structures (the

) that are important for
relaying sensory information to the brain, and for

movement control (including eye movements).

Another important midbrain structure is the

, a crucial part of the dopamine-containing pathway
(also referred to as the ‘reward-pathway’). It is the sub-

stantia nigra that deteriorates in Parkinson’s disease.

The forebrain

In humans the forebrain is relatively large, and covers the
midbrain and parts of the hindbrain. A large part of it, the
cerebrum, is especially more highly developed in humans
than in any other organism. The outer layer of the cere-
(or simply cortex) from
the Latin word for ‘bark’. Below, we will see that this is
the most important region of the brain for many psy-
chological functions. The other structures in the forebrain
(the thalamus, the hypothalamus, and the areas com-
prising the limbic system) are found just underneath the
cerebrum and are therefore called subcortical structures.

brum is called the

Located just above the midbrain inside the cerebral
hemispheres are two egg-shaped groups of nerve cell
. It acts as a sensory relay station,
directing incoming information from the sense receptors

nuclei, the

(such as vision and hearing) to the cerebrum.
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The is a much smaller structure located just
below the thalamus. Centers in the hypothalamus regu-
late eating, drinking, and sexual behavior. The hypo-
thalamus is involved maintaining homeostasis by exerting
control over the autonomic nervous system (discussed
later). is a term that refers to the level of
functioning that is characteristic of a healthy organism,
such as normal body temperature, heart rate, and blood
pressure. When an organism is under stress, homeostasis
is disturbed, and processes are set into motion to correct
this lack of equilibrium. For example, if we are too warm,
we perspire, and if we are too cool, we shiver. Both
processes tend to restore normal temperature and are
controlled by the hypothalamus. The hypothalamus also
has an important role in the sensation of emotions and in
our response to stress-producing situations. Mild electri-
cal stimulation of certain areas in the hypothalamus
produces feelings of pleasure; stimulation of adjacent
regions produces unpleasant sensations.

The is the most important part of a system
of glands called the endocrine system (to be discussed
later). Through its influence on the pituitary gland, which
lies just below it, the hypothalamus controls the endocrine
system and thus the production of hormones.

Around the central core of the brain and closely inter-
connected with the hypothalamus is the ,a
set of structures that impose additional control over some
of the instinctive behaviors regulated by the central core.
Animals that have only rudimentary limbic systems, such
as fish and reptiles, carry out activities such as feeding,
attacking, fleeing, and mating by means of stereotyped
behaviors. In mammals, the limbic system seems to inhibit
some of these instinctive patterns and allow the organism
to be more flexible and better able to adapt to changes in
the environment.

One part of the limbic system, the , has a
special role in memory. This role was discovered in people
who had the structure surgically removed to treat their
epilepsy in the 1950s. Upon recovery from such an opera-
tion, patients readily recognize old friends and recall earlier
experiences, and they can read and perform skills learned
earlier in life. However, they have little, if any, recall of
events that occurred during the year before the operation,
and they cannot remember events occurring after the
operation. For example, they do not recognize a new per-
son with whom they may have spent many hours earlier in
the day. They can do the same jigsaw puzzle week after
week without remembering having done it before, and they
can read the same newspaper over and over without
remembering the contents (Squire & Kandel, 2000).
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The limbic system is also involved in emotional
behavior. The , an almond-shaped structure
deep within the brain, is critical in emotions such as fear
(Maren, 2001). For example, monkeys with damage to
the amygdala exhibit marked reduction in fear (Kliver &
Bucy, 1937). Humans with such damage are unable to
recognize facial expressions of fear or learn new fear
responses (Bechara et al., 1995).

Each of the sensory systems sends information to specific
areas of the cerebral cortex. Motor responses, or move-
ments of body parts, are controlled by specific areas of the
cortex. The rest of the cortex, which is neither sensory nor
motor, consists of association areas. These areas occupy the
largest portion of the human cortex and are concerned with
memory, thought, and language. The cortex of a preserved
brain appears gray because it is largely nerve cell bodies and
unmyelinated fibers — hence the term gray matter. The
inside of the cerebrum, beneath the cortex, is mostly mye-
linated axons and appears white (also called white matter).
The cortex is composed of two hemispheres on the left
and right sides of the brain that are connected by the
. They are basically symmetrical, with a deep
division (the ) between them. We there-

fore refer to the left and right . Each hemi-
sphere is divided into four lobes: the s ,
,and . These are large regions of the

cerebral cortex that perform diverse functions. The frontal
lobe is separated from the parietal lobe by the
, a groove that runs from near the top of the head
sideways to the ears. The division between the parietal lobe
and the occipital lobe is less clear-cut. For our purposes, we
can say that the parietal lobe is at the top of the brain
behind the central fissure and that the occipital lobe is at the
rear of the brain. A deep fissure at the side of the brain, the
, sets off the temporal lobe (see Figure 2.13a).
The , just in front of the central fis-
sure, controls voluntary movements of the body. Electrical

Parietal lobe
Occipital Frontal
lobe lobe

© MARTIN ROTKER/PHOTOTAKE

Cerebellum

Temporal lobe

Figure 2.12 Photograph of human brain.
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stimulation at certain spots on the motor cortex causes
specific parts of the body to move. When these same spots
on the motor cortex are injured, movement is impaired.
The body is represented on the motor cortex in approx-
imately upside-down form. For example, movements of
the toes are controlled from an area near the top of the
head, but tongue and mouth movements are controlled
from near the bottom of the motor area. Movements on
the right side of the body are governed by the motor
cortex of the left hemisphere; the right hemisphere gov-
erns movements on the left side.

In the parietal lobe, separated from the motor area by
the central fissure, lies an area that is responsible for
sensory experiences: the .
When this area is stimulated electrically, it produces a
sensory experience somewhere on the opposite side of the
body. Heat, cold, touch, pain, and the sense of body
movement are represented here. In general, the amount of
somatosensory area associated with a particular part of
the body is related to its sensitivity and use. For example,
among four-footed mammals, the dog has only a small
amount of cortical tissue representing its forepaws,
whereas the raccoon — which makes extensive use of its
forepaws in exploring and manipulating its environment —
has a much larger cortical area to control its forepaws,
including regions for separate fingers. The rat, which
learns a great deal about its environment by means of its
sensitive whiskers, has a separate cortical area for each
whisker.

At the back of each occipital lobe in the cortex is
the . Figure 2.14 shows the optic nerve
fibers and neural pathways leading from each eye to the
visual cortex. Notice that some of the optic fibers from
the right eye go to the right cerebral hemisphere, whereas
others cross over at a junction called the and
go to the opposite hemisphere; the same arrangement
holds true for the left eye. Specifically, fibers from the
right sides of both eyes go to the right hemisphere of the
brain, and fibers from the left sides of both eyes go to
the left hemisphere. As a result, the left visual field is
represented in the right hemisphere, whereas the right
visual field is represented in the left hemisphere. This fact
is sometimes helpful in pinpointing the location of a brain
tumor or other abnormalities.

The , located on the surface of the
temporal lobe at the side of each hemisphere, is involved
in the analysis of complex auditory signals — particularly
the temporal patterning of sound, as in human speech.
Both ears are represented in the auditory areas on both
sides of the cortex, but connections to the opposite side
are stronger. The right ear sends information to both
the right and left primary auditory areas, but it sends
more information to the auditory area on the left side of
the brain. The opposite is true of the left ear.

As mentioned earlier, the areas of the cerebral cortex
that are not directly concerned with sensory or motor
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Figure 2.13a Cerebral cortex. (a) Lateral view

processes are association areas. The frontal association
areas (the parts of the frontal lobes in front of the motor
area) appear to play an important role in the memory
processes required for problem solving (Miller & Cohen,
2001). In monkeys, for example, damage to the frontal
lobes destroys their ability to solve a delayed-response
problem. In this kind of problem, food is placed in one of
two cups while the monkey watches, the cups are covered
with identical objects, and an opaque screen is placed
between the monkey and the cups. After a specified
period, the screen is removed and the monkey is allowed
to choose one of the cups. Normal monkeys can
remember the correct cup after several minutes, but
monkeys with frontal lobe damage cannot solve the
problem if the delay is more than a few seconds. Normal
monkeys have neurons in the frontal lobe that fire action
potentials during the delay, which possibly mediates
memory of an event (Goldman-Rakic, 1996).

The posterior association areas are located near pri-
mary sensory areas and appear to consist of subareas that
each serve a particular sense. For example, the lower
portion of the temporal lobe is related to visual percep-
tion. Lesions (that is, brain damage) in this area cause
deficiencies in the ability to recognize and discriminate
between different forms. A lesion here does not decrease
visual acuity, as would a lesion in the primary visual area
of the occipital lobe; the individual can ‘see’ the form and
trace its outline but not identify the shape or distinguish it
from a different form (Gallant, Shuop, & Mazer, 2000;
Goodglass & Butters, 1988).
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Figure 2.14 Visual Pathways. Nerve fibers from the inner, or
nasal, half of the retina cross over at the optic chiasm and go to
opposite sides of the brain. Nerve fibers from the outer, or
temporal, half of the retina remain on the same side of the brain.
Thus, stimuli falling on the right side of each retina are transmitted
to the right hemisphere, and stimuli falling on the left side of
each retina are transmitted to the left hemisphere. Also note
that some of the input from the eyes is sent directly to the
superior colliculus, for eye movement control. (Adapted from
Human Anatomy by Anthony J. Gaudin and Kenneth C. Jones. Copyright
© 1988 by Anthony J. Gaudin and Kenneth C. Jones. Reprinted by
permission of the authors.)
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Mapping the brain

To make the discoveries about the functions of different
structures in the brain reviewed in this chapter,
researchers have relied on multiple methods. The most
important methods are reviewed in the Concept Review
Table. Sophisticated computer methods (such as ERP,
PET, and fMRI) have become feasible only in the last
decades and can obtain detailed pictures of the living
human brain without causing the patient distress or dam-
age. Before these techniques were available, the precise
location and identification of most types of brain injury
could be determined only by exploratory neurosurgery, a

Studying the brain: methods of inquiry

Name of method Procedure

Selective lesioning

Studying the behavioral consequences of planned

complicated neurological diagnosis, or an autopsy after the
patient’s death.

Asymmetries in the brain

At first glance, the two halves of the brain look like
mirror images. But when brains are measured during
autopsies, the left hemisphere is almost always larger than
the right hemisphere. The right hemisphere also contains
many long neural fibers that connect widely separated
areas of the brain, whereas the left hemisphere has many
shorter fibers that provide large numbers of inter-
connections within a limited area (Hellige, 1993).

Notes

Only used in animal studies

and selective lesioning (surgically removing or

damaging a structure in the brain)

Single-cell recordings

Studying the activity of single neurons, by probing them
with small microelectrodes to discover what stimulus or
behavior triggers the cell’s activity

Only used in animal studies

Post mortem dissection

Examining patient’s brain for lesions (damaged areas)
after death

Behavioral consequences must have been
studied prior to the death of the patient

Exploratory neurosurgery

Examining patient’s brain by electrically stimulating
certain areas of the exposed brain

Event-related potentials (ERPs)

Recording the electrical activity of the brain at the scalp,
using electroencephalograms (EEGs), as it occurs in
response to a stimulus or preceding a motor response
(‘event-related’)

Gives precise information on the timing of the
brain activity, but less precise information on the
location (since the recording occurs at the scalp
only)

Computerized axial tomography
(CAT or CT)

Mapping the brain using X-ray technique

Used to scan the brain for large structural
abnormalities

Positron emission tomography

(PET)

Measuring brain activity using a radioactive tracer mixed
with glucose; active neurons require the most glucose
and will be most radioactive

Gives precise information on the location of the
brain activity, but less precise information on the
timing (since glucose consumption is a relatively
slow process)

Functional magnetic resonance
imaging (fMRI)

Measuring brain activity by recording magnetic changes
resulting from oxygen consumption

Gives precise temporal and spatial information; is
relatively expensive

Transcranial magnetic stimulation
(TMS)

Examining the consequences of (temporary) disruptions
of normal brain functioning caused by magnetic
stimulation of small areas

Used to study cognitive functioning

Magnetoencephalography (MEG)

Localizing brain activity by measuring magnetic
changes
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Precise method used in surgical applications,
alongside electrical stimulation of the exposed
brain
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A technician administering a magnetic resonance imaging procedure.
An image of the patient’s brain appears on the computer screen.

Hearing Words

Speaking Words

PET scans in a human subject illustrating that different areas of the brain are involved in different

modes of word processing.
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Seeing Words

Thinking About Words

Much of our information about brain mechanisms for
language comes from observations of patients with brain
damage. The damage may be due to tumors, penetrating
head wounds, or the rupture of blood vessels. The term
is used to describe language deficits caused by
brain damage. As early as 1861, the French physician
Paul Broca examined the brain of a deceased patient who
had suffered speech loss. He found damage in an area of
the left hemisphere just above the lateral fissure in the
frontal lobe (see Figure 2.15). This region, now known as
, is involved in speech production. People
with damage to Broca’s area suffer from expressive
aphasia: they have difficulty enunciating words correctly
and speak in a slow, labored way. Their speech often
makes sense, but it includes only key words. Nouns are
generally expressed in the singular, and adjectives,
adverbs, articles, and conjunctions are likely to be omit-
ted. However, these individuals have no difficulty
understanding either spoken or written language.
Destruction of the equivalent region in the right hemi-
sphere usually does not result in speech impairment. The
areas involved in understanding speech and being able to
write and understand written words are also usually
located in the left hemisphere. A stroke that damages the
left hemisphere is more likely to produce language
impairment than one with damage confined to the right
hemisphere. Not all people have left-hemisphere speech
centers; some left-handed individuals have right-hemi-
sphere speech centers.

In 1874 a German
investigator, Carl
Wernicke, reported that
damage to another site in
the cortex — also in the left
hemisphere but in the
temporal lobe — is linked
to a language disorder
called receptive aphasia.
People with damage in
this location, known as

(see Figure
2.15), are unable to com-
prehend words: they can
hear words, but they do
not know their meaning.
They can produce strings
of words without diffi-
culty and with proper
articulation, but they
make errors in usage and
their speech tends to be
meaningless.  Analyzing
defects, Wernicke devel-
oped a model to explain
how the brain functions in
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Figure 2.15 Specialization of Function in the Left Cortex. A major part of the
cortex is involved in generating movements and analyzing sensory inputs. These
areas (which include motor, somatosensory, visual, auditory, and olfactory areas)
are present on both sides of the brain. Other functions are located on only one
side of the brain. For example, Broca’s area and Wernicke’s area are involved in
the production and understanding of language, and the angular gyrus helps in
matching the visual form of a word with its auditory form, these functions are

found on the left side of the human brain.

producing and understanding language. Although his
model is more than 100 years old, its general features still
appear to be correct. Norman Geschwind built on these
ideas in developing a theory that has come to be known
as the Wernicke-Geschwind model (Geschwind, 1979).
According to this model, Broca’s area stores articulatory
codes, which specify the sequence of muscle actions
required to pronounce a word. When these codes are
transmitted to the motor area, they activate the muscles of
the lips, tongue, and larynx in the proper sequence and
produce a spoken word. Wernicke’s area, by contrast, is
where auditory codes and the meanings of words are
stored. For a word to be spoken, its auditory code
must be activated in Wernicke’s area and transmitted to
Broca’s area, where it activates the corresponding artic-
ulatory code. In turn, the articulatory code is transmitted
to the motor area to activate the muscles that produce the
spoken word.

To understand a word spoken by someone else, it must
be transmitted from the auditory area to Wernicke’s area.
There the spoken form of the word is matched with its
auditory code, which in turn activates the word’s mean-
ing. When a written word is presented, it is first registered
in the visual area and then relayed to the angular gyrus
(see Figure 2.15), which associates the visual form of the
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Primary somatosensory area
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area

word with its auditory code in Wernicke’s
area; once the word’s auditory code has been
found, so has its meaning. Thus, the meanings
of words are stored along with their acousti-
cal codes in Wernicke’s area. Broca’s area
stores articulatory codes, and the angular
gyrus matches the written form of a word to
gyrus its auditory code. Neither of these areas,
however, stores information about word
meaning. The meaning of a word is retrieved
only when its acoustical code is activated in
Wernicke’s area.

The Wernicke-Geschwind model explains
many of the language deficits aphasics show.
Damage that is limited to Broca’s area dis-
rupts speech production but has less effect on
the comprehension of spoken or written lan-
guage. Damage to Wernicke’s area disrupts all
aspects of language comprehension, but the
person can still articulate words properly
(even though the output is meaningless)
because Broca’s area is intact. The model also
correctly predicts that individuals with dam-
age in the angular gyrus are not able to read
but have no difficulty speaking or compre-
hending speech. Finally, if damage is restricted
to the auditory area, a person can read and
speak normally but cannot comprehend
speech.

Angular

Although the left hemisphere’s role in language has been
known for some time, only recently has it been possible to
investigate what each hemisphere can do on its own. In a
normal individual, the brain functions as an integrated
whole. Information in one hemisphere is immediately
transferred to the other via a broad band of connecting
nerve fibers, the corpus callosum (see Figure 2.16). This
connecting bridge is a problem in some forms of epilepsy
because a seizure starting in one hemisphere may cross
over and trigger a massive response in neurons in the
other hemisphere. To try to prevent such generalized
seizures, neurosurgeons have surgically severed the cor-
pus callosum in individuals with severe epilepsy. These
split-brain patients have yielded important insights into
the functions of the left and right hemispheres.

To understand what happens when the corpus cal-
losum is severed, please take a look at Figure 2.16. We
have seen that the motor nerves cross over as they leave
the brain, so that the left cerebral hemisphere controls the
right side of the body, and the right hemisphere controls
the left. We noted also that the speech production area
(Broca’s area) is located in the left hemisphere. Consider
also that when the eyes are fixated directly ahead, images
to the left of the fixation point go through both eyes to the
right side of the brain, and images to the right of the
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Figure 2.16 Sensory Inputs to the Two Hemispheres. With
the eyes fixated straight ahead, stimuli to the left of the fixation
point go to the right cerebral hemisphere, and stimuli to the right
go to the left hemisphere. The left hemisphere controls move-
ments of the right hand, and the right hemisphere controls the left
hand. Hearing is largely crossed in its input, but some sound
representation goes to the hemisphere on the same side as the
ear that registered it. The left hemisphere controls written and
Spoken language and mathematical calculations. The right
hemisphere can understand only simple language; its main ability
seems to involve spatial construction and pattern sense.
(Reprinted from Neuropsychologia, Volume 9, by R. D. Nebes and W.
Sperry, p. 247. Copyright © 1971, with kind permission of Elsevier
Science Ltd., the Boulevard Langford Lane, Kidlington, Oxford,

OX5 1DX, UK)

fixation point go to the left side of the brain. Each
hemisphere therefore has a view of the half of the visual
field in which ‘its’ hand normally functions; for example,
the left hemisphere sees the right hand in the right visual
field. In the normal brain, stimuli entering one hemisphere
are rapidly communicated to the other, and the brain
functions as a unit. Now, given these three facts about the
brain, let us take a look at what happens when the corpus
callosum is severed — leaving a split brain — and the two
hemispheres cannot communicate with each other.
Roger Sperry, who pioneered work in this field, was
awarded the Nobel Prize in 1981. In one of Sperry’s test
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situations, a person who has undergone split-brain
surgery is seated in front of a screen that hides his hands
from view (see Figure 2.17a). His gaze is fixed on a spot
at the center of the screen. The word nut is flashed on
the left side of the screen for a tenth of a second.
Remember that this visual signal goes to the right side of
the brain, which controls the left side of the body. With
his left hand, the person can easily pick up a nut from a
pile of objects hidden from view. But he cannot tell the
experimenter what word flashed on the screen because
speech is controlled by the left hemisphere and the visual
image of ‘nut’ was not transmitted to that hemisphere.
When questioned, he seems unaware of what his left
hand is doing. Because the sensory input from the left
hand goes to the right hemisphere, the left hemisphere
receives no information about what the left hand is
feeling or doing. All information is fed back to the right
hemisphere, which received the original visual input of
the word nut.

In this experiment the word must be flashed on the
screen for no more than a tenth of a second. If it remains
longer, the person’s eyes move, and the word is also
projected to the left hemisphere. When people can move
their eyes freely, information goes to both cerebral
hemispheres; this is one reason why the deficiencies
caused by severing the corpus callosum are not readily
apparent in a person’s daily activities.

Further experiments demonstrate that a split-brain
patient can communicate through speech only what is
going on in the left hemisphere. Figure 2.17b shows
another test situation. The word hatband was flashed on
the screen so that hat went to the right hemisphere and
band to the left. When asked what word he saw, the
person replied, ‘band’. When asked what kind of band, he
made all sorts of guesses — ‘rubber band’, ‘rock band’,
‘band of robbers’, and so forth — and said ‘hatband’ only
by chance. Tests with other compound words (such as
keycase and suitcase) have shown similar results. What
the right hemisphere perceives is not transferred to the
conscious awareness of the left hemisphere. With the
corpus callosum severed, each hemisphere seems oblivi-
ous to the experiences of the other.

If split-brain patients are blindfolded and a familiar
object (such as a comb, toothbrush, or keycase) is placed
in the left hand, they appear to know what it is and can
demonstrate its use by appropriate gestures. But they
cannot express this knowledge in speech. If asked what is
going on while they are manipulating the object, they
have no idea as long as any sensory input from the object
to the left (speaking) hemisphere is blocked. But if the
patient’s right hand inadvertently touches the object or
the object makes a characteristic sound (like the jingling
of a keycase), the speaking hemisphere immediately gives
the correct answer. Although the right hemisphere cannot
produce speech, it does have some linguistic capabilities.
It recognized the meaning of the word nut in our first
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a) A split-brain patient correctly retrieves
an object by touch with the left hand
when its name is flashed to the right
hemisphere, but he cannot name the
object or describe what he has done.
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b) The word ‘hatband’ is flashed so that

‘hat’ goes to the right cerebral hemi-
sphere and ‘band’ goes to the left
hemisphere. The patient reports that
he sees the word ‘band’ but has no
idea what kind of band.

BOOK

) A list of common objects (including

‘book’ and ‘cup’) is initially shown
to both hemispheres. One word
from the list (‘lbook’) is then
projected to the right hemisphere.
When given the command to do so,

Figure 2.17 Testing the Abilities of the Two Hemispheres.

example, and it can produce writing. In the experiment
illustrated in Figure 2.17c¢, split-brain patients are first
shown a list of common objects, such as a cup, a knife, a
book, and a glass. This list is displayed long enough for
the words to be projected to both hemispheres. Next, the
list is removed, and one of the words (for example, book)
is flashed briefly on the left side of the screen so that it
goes to the right hemisphere. When patients are asked to
write what they saw, the left hand begins writing the
word book. If asked what the left hand has written, they
have no idea and guess any of the words on the original
list. They know that they have written something because
they feel the writing movements through their body. But
because there is no communication between the right
hemisphere that saw and wrote the word and the left
hemisphere that controls speech, they cannot tell you
what they wrote (Sperry, 1968, 1970; see also Gazzaniga,
1985; Hellige, 1990).

Studies with split-brain patients indicate that the two
hemispheres function differently. The left hemisphere
governs our ability to express ourselves in language. It can
perform complicated logical activities and is skilled in
mathematical computations. The right hemisphere can
comprehend only very simple language. It can, for
example, respond to simple nouns by selecting objects
such as a nut or a comb, but it cannot comprehend more
abstract linguistic forms. If it is presented with simple
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the left hand begins writing the word
‘book’, but when questioned, the
patient does not know what his left
hand has written and guesses ‘cup’.

commands like ‘wink’, ‘nod’, ‘shake head’, or ‘smile’, it
seldom responds.

The right hemisphere, however, has a highly developed
spatial and pattern sense. It is superior to the left hemi-
sphere in constructing geometric and perspective draw-
ings. It can assemble colored blocks to match a complex
design much more effectively than the left hemisphere
can. When split-brain patients are asked to use the right
hand to assemble blocks to match a design shown in a
picture, they make numerous mistakes. Sometimes they
have trouble keeping the left hand from automatically
correcting the right hand’s mistakes.

Studies with normal individuals tend to confirm the
different specializations of the two hemispheres. For
example, verbal information (such as words or nonsense
syllables) can be identified faster and more accurately
when flashed briefly to the left hemisphere (that is, in the
right visual field) than to the right hemisphere. In con-
trast, identification of faces, facial expressions of emo-
tion, line slopes, or dot locations occurs more quickly
when these are flashed to the right hemisphere (Hellige,
1990). Also, studies using electroencephalograms (EEGs)
indicate that electrical activity from the left hemisphere
increases during a verbal task, whereas during a spatial
task, electrical activity increases in the right hemisphere
(Kosslyn, 1988; Springer & Deutsch, 1989).

This discussion does not mean that the two hemi-
spheres work independently. Just the opposite is true. The
hemispheres differ in their specializations, but they
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The adolescent brain

One of the most famous brain-damaged patients in the his-
tory of brain research is Phineas Gage. He lost a large part of
his left orbitofrontal cortex as a result of an explosion that
drove an iron rod through his skull, entering just below the left
eye and exiting at the top of his head. Amazingly, Gage sur-
vived the accident. However, his personality underwent a
remarkable change: from being a friendly and capable man he
changed into an impulsive and volatile person. The case of
Phineas Gage is discussed in more detail in the Cutting Edge
feature ‘Finding the Self in the Brain’ (Chapter 13). Gage’s
accident occurred in 1848, but researchers have recently
shown renewed interest in Gage and in other patients with
orbitofrontal damage (see Damasio et al., 1994).

The orbitofrontal cortex consist of the lower part of the
frontal cortex (just behind the eyes). Patients with orbitofrontal
damage generally do not have problems with memory, motor
behavior, problem solving, or language. But, compared to
undamaged subjects, they seem to evaluate the con-
sequences of their own actions on a different basis — as if they
are driven by the desire to be satisfied in the short term, while
ignoring long-term consequences. Some researchers have
argued that the orbitofrontal cortex is involved in emotional
‘gut reactions’ that tell us whether our decisions are right or
wrong (Damasio et al., 1994). Evidence for this comes from
studies in which subjects play a card game that allows them
one of two choices: they can either draw from decks of cards
that will result in large pay-offs in the short term and losses in
the long run, or from decks of cards that will result in smaller
pay-offs in the short term, but no losses in the long run. Initially
subjects don’t know what the long-term pay-offs for the dif-
ferent decks of cards will be, so they select the decks that
result in larger immediate winnings. After a little while, normal
subjects show a physiological reaction (an increase in galvanic
skin response, GSR) whenever they select from a ‘dangerous’
deck of cards — as if their ‘gut’ tells them that this is a dan-
gerous thing to do. A short while later, these subjects switch

to drawing from the other decks. Patients with orbitofrontal
damage do not show the GSR response to the dangerous
decks of cards, nor do they make the switch to the other,
safer, decks (Bechara et al., 1997).

Recently, researchers have shown that young children as
well as adolescents look remarkably similar to patients with
orbitofrontal damage. Using a decision task similar to the task
described above, Crone et al. (2007) were able to show that
young children (ages 6-10) as well as adolescents (ages 16—
18) are more likely to opt for short-term winnings over long-
term safety. The ‘gut reaction’ that served as a warning signal
for adult subjects (the GSR response) was only found for
subjects 16 years and older. For subjects between the ages
16-18 years, this GSR response was smaller than for sub-
jects between the ages 20-25.

Adolescence is defined as the period of development from
childhood to adulthood, roughly the period from 10 to 22
years of age. Over the past ten years, brain researchers have
made interesting discoveries showing that the adolescent brain
is functioning differently from the adult brain (see, for ex-
ample, work done in the ‘Brain and Development Laboratory’
at Leiden University in the Netherlands: www.libc-leiden.nl).
Researchers have compared the behavior of different age
groups (young children, adolescents, and adults), while at the
same time scanning brain activity in different areas (for
example: Adleman et al., 2002 and Crone et al., 2006). An
interesting picture about the adolescent brain is beginning to
emerge. Compared to younger children (and as a conse-
quence of hormonal changes) adolescents have a very sen-
sitive emotional system. In adults, emotional reactions are
tempered by the regulating forces of the frontal cortex (Galvan
et al., 2006). Such mitigating effects may be smaller in ado-
lescents: research of gray matter density has shown that the
frontal cortex (unlike other areas) continues to mature func-
tionally until adolescence (Casey et al., 2005). These discov-
eries might help explain the risk-taking behavior and moody
nature that seems so characteristic of adolescents.

continually integrate their activities. It is this interaction
that enables mental processes that are greater than and
different from each hemisphere’s special contribution. As
one researcher describes i,

‘These differences are seen in the contrasting con-
tributions each hemisphere makes to all cognitive
activities. When a person reads a story, the right
hemisphere may play a special role in decoding visual
information, maintaining an integrated story structure,
appreciating humor and emotional content, deriving
meaning from past associations and understanding
metaphor. At the same time, the left hemisphere plays a
special role in understanding syntax, translating writ-
ten words into their phonetic representations and
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deriving meaning from complex relations among word
concepts and syntax. But there is no activity in which
only one hemisphere is involved or to which only one
hemisphere makes a contribution’.

(Levy, 1985, p. 44)

THE AUTONOMIC NERVOUS
SYSTEM

We noted earlier that the peripheral nervous system has
two divisions. The somatic system controls the skeletal
muscles and receives information from the skin,



54

BIOLOGICAL FOUNDATIONS OF PSYCHOLOGY

SYMPATHETIC

Pupils dilated

Decreased salivation

Increased respiration 7

Increased heart rate
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Bladder contracted

PARASYMPATHETIC

Pupils constricted
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s
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Figure 2.18 The Autonomic Nervous System. The sympathetic division mobilizes the body for an active response; the para-

sympathetic division restores the body and conserves its resources.

muscles, and various sensory receptors. The autonomic
system is a system of nerves outside the brain and spinal
cord. It controls the glands and the smooth muscles,
including the heart, the blood vessels, and the lining
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of the stomach and intestines. (These muscles are
called ‘smooth’ because that is how they look under a
microscope — skeletal muscles, in contrast, have a
striped appearance.) The autonomic nervous system
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(ANS) derives its name from the fact that many of the
activities it controls, such as digestion and circulation,
are autonomous, or self-regulating, and continue even
when a person is asleep or unconscious. ANS activity is
controlled by the nervous system, in particular by the

hypothalamus.

The autonomic nervous system has two divisions,
sympathetic and parasympathetic, whose actions are

often antagonistic (reciprocal). The

typically is active during times of intense arousal,
is associated
with rest. Typically, the sympathetic division will be
activated during ‘emergencies’, preparing the body for a
response (often referred to as ‘fight or flight’). The par-
asympathetic division will restore the body afterwards.
Figure 2.18 shows the contrasting effects of the two
systems on some organs. The balance between these two
systems maintains the normal (homeostatic) state of the
body - somewhere between extreme excitement and

and the

vegetative placidity.

INTERIM SUMMARY

® The nervous system is divided into the central nervous
system (the brain and spinal cord) and the peripheral
nervous system (the nerves connecting the brain and
spinal cord to other parts of the body). Subdivisions of
the peripheral nervous system are the somatic system
(which carries messages to and from the sense
receptors, muscles, and the surface of the body) and
the autonomic system (which connects with the internal
organs and glands).

® The human brain is composed of three functional
divisions: the central core, the limbic system, and the
cerebrum.

® Anatomically, we divide the brain into the hindbrain, the
midbrain, and the forebrain.

® Severing the corpus callosum (the band of nerve fibers
connecting the two cerebral hemispheres) causes
significant differences in the functioning of the two
hemispheres. The left hemisphere is skilled in language
and mathematical abilities. The right hemisphere can
understand some language but cannot communicate
through speech; it has a highly developed spatial and
pattern sense.

® The autonomic nervous system consists of the
sympathetic and parasympathetic divisions. The
sympathetic division is active during excitement,
and the parasympathetic system is dominant during
quiescence.
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CRITICAL THINKING QUESTIONS

1 Why is your brain symmetrical (meaning that the left and
right sides look alike)? You have a left and right motor
cortex, a left and right hippocampus, a left and right
cerebellum, and so on. In each case, the left side is a
mirror image of the right side (just as, for example, your
left eye is a mirror image of your right eye). Can you think
of any reason why your brain is symmetrical in this way?

2 In split-brain patients, whose corpus callosum has been
cut, the left and right sides of the brain seem to work
independently after the operation. For example, a word
shown to one side may be read and responded to
without the other side knowing what the word was.
Does such a person have two minds, each capable of
knowing different things, or does the patient still have
only one mind?

THE ENDOCRINE SYSTEM

We can think of the nervous system as controlling the fast-
changing activities of the body by directly activating
muscles and glands. (Glands are organs located through-
out the body that secrete special substances, such as sweat,

milk, or a particular hormone.) The acts
more slowly, indirectly affecting the activities of cell groups
throughout the body. It does so by means of ,

chemicals secreted by the endocrine glands into the
bloodstream and transported to other parts of the body,
where they have specific effects on cells that recognize their
message (see Figure 2.19). Hormones act in various ways
on cells of different types. Each target cell is equipped with
receptors that recognize only the hormone molecules that
act on that cell. The receptors pull those molecules out of
the bloodstream and into the cell. Some endocrine glands
are activated by the nervous system, and others are acti-
vated by changes in the internal chemical state of the body.

One of the major endocrine glands is the pituitary gland.
This gland is partly an outgrowth of the brain and lies just
below the hypothalamus (refer back to Figure 2.11). The
pituitary has been called the ‘master gland’ because it pro-
duces the most different hormones and controls the secre-
tion activity of other endocrine glands. One of the pituitary
hormones, growth hormone, has the crucial job of con-
trolling the body’s growth. Dwarfism is caused by too little
of this hormone, and gigantism is caused by too much of it.
Other hormones released by the pituitary trigger the action
of other endocrine glands, such as the thyroid, the sex
glands, and the outer layer of the adrenal gland. Courtship,
mating, and reproductive behavior in many animals are
based on a complex interaction between nervous system
activity and the influence of the pituitary on the sex glands.
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Figure 2.19 Major endocrine glands and hypothalamus.

The relationship between the pituitary gland and the
hypothalamus illustrates the complex interactions. In
response to stress (fear, anxiety, pain, emotional events,
and so forth), certain neurons in the hypothalamus secrete
corticotropin-releasing factor (CRF), which is carried to
the pituitary through a channel-like structure. CRF stim-
ulates the pituitary to release adrenocorticotropic hor-
mone (ACTH), the body’s major stress hormone. ACTH,
in turn, is carried by the bloodstream to the adrenal glands
and other organs, causing the release of some 30 hor-
mones, each of which plays a role in the body’s adjustment
to emergency situations. For example, the cellular demand
for glucose increases in a state of emergency, and cortisol,
an adrenal hormone that is released under stress, promotes
liberation of glucose from fat stores in the body. Interest-
ingly, cortisol has effects on cognitive function as well. At
low levels, it enhances memory, but at high levels it causes
memory impairments and neuronal death.

The adrenal glands play an important role in deter-
mining a person’s mood, energy level, and ability to cope
with stress. The inner core of the adrenal gland secretes
epinephrine and norepinephrine (also known as adrena-
line and noradrenaline). Epinephrine prepares the
organism for an emergency. In conjunction with the
sympathetic division of the autonomic nervous system, it
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affects the smooth muscles and sweat glands. It also
constricts the blood vessels in the stomach and intestines
and makes the heart beat faster. Norepinephrine also
prepares the organism for emergency action. It stimulates
the pituitary to release a hormone that acts on the outer
layer of the adrenal glands; this hormone, in turn, stim-
ulates the liver to increase the blood sugar level to give the
body the energy required for quick action.

The hormones of the endocrine system and the neu-
rotransmitters of neurons perform similar functions: they
both carry messages between cells. A neurotransmitter
carries messages between adjacent neurons, and its effects
are highly localized. In contrast, a hormone may travel a
long distance through the body and act in various ways
on many different types of cells. Despite these differences,
some of these chemical messengers serve both functions.
Epinephrine and norepinephrine, for example, act as
neurotransmitters when they are released by neurons and
as hormones when they are released by the adrenal gland.

INTERIM SUMMARY

® The endocrine glands secrete hormones into the
bloodstream that travel through the body, acting in
various ways on cells of different types.

® The pituitary gland controls the secretion activity of other
endocrine glands.

CRITICAL THINKING QUESTIONS

1 When hormones are released into the bloodstream, they
can reach every cell in the body. How then do hormones
exert selective actions on certain bodily tissues? Can
you think of analogies with synaptic transmission in the
brain?

2 During winter, your furnace heats the air inside your
house, and the thermostat detects when the indoor air
temperature reaches the level you set. How might this
principle be used in the endocrine system to maintain
levels of hormones in the bloodstream? What master
gland might serve as the endocrine system’s
‘thermostat’?

EVOLUTION, GENES,
AND BEHAVIOR

To fully understand the biological foundations of psy-
chology, we need to know something about evolutionary
and genetic influences as well. All biological organisms
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have evolved over millions of years, and environmental
factors have played an important role in shaping the
organization and function of their nervous systems.

, the process described by Charles Darwin to
account for evolutionary change, plays an essential role in
shaping both behavior and brain. Darwin’s principle of
natural selection states that it is those variations on
inheritable traits that most contribute to an organism’s
survival that are passed on to the next generation. The field
of combines the methods of genetics and
psychology to study the inheritance of behavioral charac-
teristics (Plomin, Owen, & McGuffin, 1994). We know
that many physical characteristics — height, bone structure,
hair and eye color, and the like — are inherited. Behavioral
geneticists are interested in the degree to which psycho-
logical characteristics, including mental ability, tempera-
ment, and emotional stability, are transmitted from parent
to offspring (Bouchard, 1984, 1995). Researchers led by
Robert Plomin of London’s Institute of Psychiatry have
identified chromosomal markers that contribute to intelli-
gence (Fisher et al., 1999). However, such findings are not
conclusive. As we will see in this section, environmental
conditions have a lot to do with the way a particular genetic
factor is expressed in an individual as he or she matures.

Evolution of behavior

Any examination of behavior must include not only prox-
imate causes of the behavior, such as the firing of spinal
motor neurons that drives the knee jerk reflex, but also
ultimate causes. of behavior explain
behavior in its evolutionary context. Whereas

explain how a behavior is generated, ultimate causes
help us to understand why a behavior exists in the first
place — that is, why it evolved by natural selection. Con-
sider, for example, male aggression. In both humans and
other mammals, males are typically more aggressive than
females (Buss & Shackelford, 1997), particularly in same-
sex social interactions. In mammals whose sexual repro-
duction is seasonally regulated, intermale aggression is
particularly pronounced during the breeding season. In red
deer and elephant seals, for example, males attempt to
control small groups of females (‘harems’) for mating and
behave aggressively toward other males that attempt to
mate with these females.

The proximate causes of aggressive behavior are rea-
sonably well understood. For example, circulating levels
of the gonadal steroid, testosterone, are correlated with
aggressive behavior, and damage to subcortical brain
structures can reduce or potentiate aggressive behavior in
animals. Recent evidence indicates serotonin is important
in aggressive behavior (Nelson & Chiavegatto, 2001),
and olfactory cues, at least in rodents, appear to mediate
male aggression (Stowers, Holy, Meister, Dulac, &
Koenteges, 2002). Moreover, social context powerfully
modulates the nature and pattern of aggressive behavior.
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During the breeding season, male red deer and elephant
seals display to and attack other males that approach
them but do not attack sexually receptive females.

But why do aggressive behavior and the neural and
hormonal systems underlying this behavior exist at all?
What are the ultimate causes of aggressive behavior? From
an evolutionary or functional point of view, aggressive
behavior in breeding males is . It confers repro-
ductive success, and reproductive success promotes the
perpetuation of genes that control aggressive behavior. In
red deer, aggressive males are more likely to secure and mate
with receptive females and thereby increase the proportion
of males in subsequent generations that carry genes for
aggressiveness. Unaggressive male red deer are less likely to
secure mates, and their genes become poorly represented in
the population. This does not mean that male aggression is
‘good’ from an ethical or moral point of view. Rather, the
behavior is adaptive in an evolutionary context.

Aggressive behavior is said to be sexually selected
because it is invoked by competition for mating oppor-
tunities. , a special case of natural selec-
tion, yields traits that promote reproductive success in the
sex with the greater potential reproductive rate. In deer,
the female reproductive rate is limited by gestation and
nursing, but the male reproductive rate is limited only by
available females. In some birds, the male reproductive
rate is slower than that in females because the males
brood over the nest to hatch the eggs while the females
seek other males with which they mate. In this case,
female birds show greater aggression than males. In either
case, any trait that confers an advantage in securing mates
will be selected for in the sex with the greatest repro-
ductive potential. These traits are not limited to behav-
ioral proclivities such as aggression but include physical
traits such as body size and coloration.

Chromosomes and genes

Natural selection operates on , which are segments of
deoxyribonucleic acid (DNA) molecules that form the
fundamental hereditary unit. The genes we receive from
our parents and transmit to our offspring are carried by
, structures in the nucleus of each cell in the
body. Most body cells contain 46 chromosomes. At con-
ception, the human being receives 23 chromosomes from
the father’s sperm and 23 chromosomes from the mother’s
ovum. These 46 chromosomes form 23 pairs, which are
duplicated each time the cells divide (see Figure 2.20). As
shown in Figure 2.21, the DNA molecule looks like a
twisted ladder or a double-stranded helix (spiral).
Each gene gives coded instructions to the cell, directing
it to perform a specific function (usually to manufacture a
particular protein). Although all cells in the body carry
the same genes, each cell is specialized because only
5 percent to 10 percent of the genes in any given cell are
active. In the process of developing from a fertilized egg,
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Figure 2.20 Chromosomes. This photo (greatly enlarged)
shows the 46 chromosomes of a normal human female. In a
human male, pairs 1 through 22 would be the same as those in
the female, but pair 23 would be XY rather than XX.

each cell switches on some genes and switches off all
others. When ‘nerve genes’ are active, for example, a cell
develops as a neuron because the genes are directing the
cell to make the products that allow it to perform neural
functions (which would not be possible if irrelevant genes,
such as ‘muscle genes’, were not switched off).

Genes, like chromosomes, exist in pairs. One gene of
each pair comes from the sperm chromosomes, and one
gene comes from the ovum chromosomes. Thus, a child
receives only half of each parent’s total genes. The total
number of genes in each human chromosome is about a
thousand, perhaps higher. Because the number of genes is
so high, two human beings, even siblings, are extremely
unlikely to inherit exactly the same set of genes. The only
exception is identical twins, who, because they developed
from the same fertilized egg, have exactly the same genes.

Either gene of a gene pair can be dominant or recessive.
When both members of a gene pair are dominant, the
individual manifests the form of the trait specified by
these dominant genes. When one gene is dominant and
the other recessive, the dominant gene again determines
the form of the trait. Only if the genes contributed by
both parents are recessive is the recessive form of the trait
expressed. In the case of the genes determining eye color,
for example, blue is recessive and brown is dominant.
Thus, a blue-eyed child may have two blue-eyed parents,
one blue-eyed parent and one brown-eyed parent (who
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Figure 2.21 Structures of the DNA Molecule. EFach strand of
the molecule is made up of an alternating sequence of sugar (S)
and phosphate (P); the rungs of the twisted ladder are made up
of four bases (A, G, T, C). The double nature of the helix and the
restriction on base pairings make possible the self-replication of
DNA. In the process of cell division, the two strands of the DNA
molecule come apart, with the base pairs separating, and one
member of each base pair remains attached to each strand.
Each strand then forms a new complementary strand using
excess bases available in the cell. An A attached to a strand
attracts a T, and so forth. By this process, two identical mole-
cules of DNA come to exist where previously there was one.

carries a recessive gene for blue eyes), or two brown-eyed
parents (each of whom carries a recessive gene for blue
eyes). A brown-eyed child, in contrast, never has two
blue-eyed parents. Some other characteristics that are
carried by recessive genes are baldness, albinism, hemo-
philia, and susceptibility to poison ivy.

Most human characteristics are not determined by the
actions of a single gene pair, but there are some striking
exceptions in which a single gene has enormous impor-
tance. Of special interest from a psychological viewpoint
are diseases like phenylketonuria (PKU) and Huntington’s
disease (HD), both of which involve deterioration of the
nervous system and associated behavioral and cognitive
problems. Geneticists have identified the genes that cause
both of these disorders.
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PKU results from the action of a recessive gene inher-
ited from both parents. The infant cannot digest an
essential amino acid (phenylalanine), which then builds
up in the body, poisons the nervous system, and causes
irreversible brain damage. Children with PKU are severely
retarded and usually die before reaching age 30. If the
PKU disorder is discovered at birth and the infant is
immediately placed on a diet that controls the level of
phenylalanine, the chances of survival with good health
and intelligence are fairly high. Until the PKU gene was
located, the disorder could not be diagnosed until an
infant was at least three weeks old.

A single dominant gene causes Huntington’s disease.
The long-term course of the disease is degeneration of
certain areas in the brain and progressive deterioration
over 10 to 15 years. Individuals with HD gradually lose
the ability to talk and control their movements, and they
show marked deterioration in memory and mental ability.
The disease usually strikes when a person is 30 to 40 years
old; before then, there is no evidence of the disease.

Now that the Huntington’s disease gene has been iso-
lated, geneticists can test individuals at risk for the disease
and determine whether they carry the gene. As yet, there
is no cure for HD, but the protein produced by the
gene has been identified and may provide a key to treating
the disease.

A normal female has two similar-looking chromosomes in
pair 23, called X chromosomes. A normal male has one
X chromosome in pair 23 and one that looks slightly
different, called a Y chromosome (refer back to

The American folksinger Woody Guthrie (author of the lyrics of
one of the most famous folk songs in the United States, ‘This

Land is Your Land’) died of Huntington’s disease at the age of 55.
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Figure 2.20). Thus, the normal female chromosome pair
is XX, and the normal male pair is XY.

Women, who have two X chromosomes, are protected
from recessive traits carried on the X chromosome. Men,
who have only one X chromosome and one Y chromo-
some, express more recessive traits because a gene that is
carried on one of these chromosomes will not be coun-
tered by a dominant gene on the other. Genetically
determined characteristics and disorders that are linked to
the twenty-third chromosome pair are called

. For example, color blindness is a recessive sex-
linked trait. A male is color-blind if the X chromosome he
received from his mother carries the gene for color
blindness. Females are less likely to be color-blind,
because a color-blind female has to have both a color-
blind father and a mother who is either color-blind or
carries a recessive gene for color blindness.

Genetic studies of behavior

Single genes determine some traits, but many genes com-
bine to determine most human characteristics; they are

. Traits such as intelligence, height, and emo-
tionality do not fall into distinct categories but show
continuous variation. Most people are neither dull nor
bright. Intelligence is distributed over a broad range, with
most individuals located near the middle. Sometimes a
specific genetic defect can result in mental retardation, but
in most cases a large number of genes influence the factors
underlying the different abilities that determine a person’s
intellectual potential. Of course, as we will discuss shortly,
what happens to this genetic potential depends on envi-
ronmental conditions (Plomin, Owen, & McGuffin,
1994).

One method of studying the inheritance of particular
traits in animals is selective breeding. In

animals that are high or low in a certain behavioral or
physical trait are mated with each other. For example, in
an early study of the inheritance of learning ability in rats,
females that did poorly in learning to run a maze were
mated with males that did poorly, and females that did
well were mated with males that did well. The offspring
of these matings were tested on the same maze. After a
few rodent generations, ‘bright’ and ‘dull’ strains of rats
were produced (see Figure 2.22). Such breeding may not
necessarily yield more or less intelligent animals, how-
ever. A less fearful animal, for example, would be
expected to perform better in the maze because it would
be more likely to explore the apparatus.

Selective breeding has been used to demonstrate the
inheritance of a number of behavioral characteristics.
Dogs have been bred to be excitable or lethargic; chick-
ens, to be aggressive and sexually active; fruit flies, to be
more or less attracted to light; and mice, to be more or
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Figure 2.22 Inheritance of Maze Learning in Rats. Mean error
scores of ‘bright’ (green line) and ‘dull’ (purple line) rats selectively
bred for maze-running ability. (After Thompson, 1954)

less attracted to alcohol. If a trait is influenced by
heredity, changing it through selective breeding should be
possible. If selective breeding does not alter a trait, we
assume that the trait is dependent primarily on environ-
mental factors (Plomin, 1989).

Twin studies

Because breeding experiments with human beings are
obviously unethical, we must look instead at similarities in
behavior among individuals who are related. Certain traits
often run in families. But family members not only are
linked genetically but also share the same environment. If
musical talent ‘runs in the family’, we do not know
whether inherited ability or parental emphasis on music is
the primary influence. Sons of alcoholic fathers are more

Identical twins are referred to as monozygotic because they develop from a single fertilized egg. Fraternal or dizygotic twins develop from

likely than others to develop alcoholism. Do genetic ten-
dencies or environmental conditions play the major role?
In an effort to answer questions of this sort, psychologists
have turned to studies of twins, especially twins who have
been adopted and raised in separate environments.

Identical twins develop from a single fertilized egg and
therefore share exactly the same genes — they are referred
to as monozygotic because they come from a single zygote,
or fertilized egg. Fraternal twins develop from different
egg cells and are no more alike genetically than ordinary
siblings — they are referred to as dizygotic because they
come from two zygotes. Studies that compare identical
and fraternal twins help sort out the influences of envi-
ronment and heredity. Identical twins are more similar in
intelligence than fraternal twins, even when they are
separated at birth and reared in different homes (see
Chapter 13). Identical twins are also more similar than
fraternal twins in some personality characteristics and in
susceptibility to schizophrenia (see Chapter 15). A recent
study shows that the amount of gray matter in the brain,
as measured with MRI, is more correlated in identical
twins than in fraternal twins, and it is also correlated with
intelligence (Thompson et al., 2001). That is, smarter
individuals have more gray matter in their brains, and the
amount of gray matter appears to be strongly related to
genetic factors (Plomin & Kosslyn, 2001).

One surprising finding from studies of adopted chil-
dren suggests that genetic influences may become stronger
as people age. The psychological traits of young children
are not particularly similar to those of either their bio-
logical parents or their adoptive parents. As they grow
older, we might expect them to become more like their
adoptive parents in traits such as general cognitive ability
and verbal ability and less like their biological parents.
Contrary to this expectation, as adopted children
approach age 16, they become more similar to their bio-
logical parents than to their adopted parents in these
traits (Plomin, Fulker, Corley, & Defries, 1997), sug-
gesting an emerging role of genetic influences.

different egg cells and therefore are no more similar genetically than ordinary siblings.
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In recent years, some researchers have suggested that
certain human traits, such as some aspects of personality,
are influenced by specific genes, which are thought to
affect particular neurotransmitter receptors (Zuckerman,
1995). In most studies of this sort, family members who
have a certain psychological trait are identified and
compared with family members who lack that trait. Using
techniques of molecular genetics, the researchers attempt
to find genes or chromosome segments that are correlated
with the presence of the trait under study. For example, a
combination of traits referred to as ‘novelty seeking’ (that
is, a tendency to be impulsive, exploratory, and quick-
tempered, as measured by scores on personality scales)
has been linked to a gene that controls the D4 receptor for
dopamine (Benjamin et al., 1996).

Occasionally this type of analysis has been applied to
very specific behavioral traits. As mentioned earlier, sons
of alcoholic fathers are more likely to be alcoholics
themselves than are people chosen at random. When they
drink alcohol, sons of alcoholics also tend to release more
endorphin (the natural opiate neurotransmitter related to
reward) than other people (Gianoulakis, Krishnan, &
Thavundayil, 1996), suggesting a possible biological
predisposition toward alcoholism.

But these analyses can sometimes be misleading and
must be viewed with caution. For example, it was once
claimed that a gene for the D2 dopamine receptor
occurred only in severe alcoholics and thus was a genetic
basis for alcoholism. More recent studies of this gene,
however, indicate that it also occurs in individuals who
pursue many other types of pleasure and may be linked
to drug abuse, obesity, compulsive gambling, and other
forms of ‘unrestrained behavior’ (Blum, Cull, Braverman,
& Comings, 1996). Our understanding of the role of this
gene, and of its relationship to behavior, clearly has
changed in the years since its discovery and may change
again as further evidence emerges. Such studies highlight
the need to await further confirmation before
concluding that the genetic basis for behavior of any kind
has been identified. In several cases, what appeared at
first to be a clear genetic explanation was later found to
be spurious.

The inherited potential with which an individual enters
the world is very much influenced by the environment the
infant encounters. One example is diabetes. The tendency
to develop diabetes is hereditary, although the exact
method of transmission is unknown. In diabetes, the
pancreas does not produce enough insulin to burn car-
bohydrates and thus provide energy for the body. Scien-
tists assume that genes determine the production of
insulin. But people who carry the genetic potential for
diabetes do not always develop the disease. If one
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identical twin has diabetes, the other twin develops
the disorder in only about half the cases. Not all of the
environmental factors that contribute to diabetes are
known, but one variable that is fairly well established is
obesity. An overweight person requires more insulin to
metabolize carbohydrates than a thin person does. Con-
sequently, an individual who carries the genes for diabetes
is more likely to develop the disorder if he or she is
overweight.

Schizophrenia presents a similar situation. As we will
see in Chapter 15, substantial evidence suggests that this
disorder has a hereditary component. If one identical twin
is schizophrenic, chances are high that the other twin will
exhibit some signs of mental disturbance. But whether or
not the other twin develops full-blown schizophrenia
depends on a number of environmental factors. Genes
may predispose a person to schizophrenia, but the envi-
ronment in which he or she grows up shapes the actual
outcome.

INTERIM SUMMARY

® Chromosomes and genes, segments of DNA molecules
that store genetic information, transmit an individual’s
hereditary potential.

® Behavior depends on the interaction between heredity
and environment: An individual’s genes set the limits
of his or her potential, but what happens to that
potential depends on the environment in which he or
she grows up.

CRITICAL THINKING QUESTIONS

1 Every year seems to bring the discovery of a new gene
for alcoholism or for drug dependence, schizophrenia,
sexual orientation, impulsiveness, or some other
complex psychological trait. But it often turns out after
further studies that the gene is related to the trait in
some people but not in everyone. And often the gene
also turns out to be related to other behavioral traits
in addition to the one to which it was originally linked.
Can you think of any reasons why genes might affect
psychological traits in this way? In other words, why
is there not a perfect one-to-one match between the
presence of a gene and the strength of a particular
psychological trait?

2 Genes have an important influence on brain and
behavior. But are genes responsible for everything? Can
you think of examples of behavior that is not genetically
programmed? How is this behavior transmitted across
generations?
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SEEING BOTH SIDES

ARE MIRROR NEURONS INVOLVED IN
THE EXPERIENCE OF EMPATHY?

Mirror neurons are involved in the experience
of empathy

Laila Craighero, Institute of Human Physiology, University of
Ferrara

Humans are an exquisitely social species. They spend a large
part of their time observing others and trying to understand what
they are doing and why. How are such actions recognized? Two
contrasting hypotheses may explain how this happens.

The ‘visual’ hypothesis claims that action recognition is based
exclusively on the visual system. The understanding of an action
done by another individual depends on the activity of the high-
order visual areas and, in particular, the superior temporal sulcus,
where there are neurons that are selectively activated by bio-
logical motions (Perrett et al., 1989; Allison et al., 2000; Puce and
Perrett, 2003).

The ‘motor’ hypothesis claims that an action is recognized
when its observation activates, in the observer’s brain, an anal-
ogous motor representation. This possibility derives from the
discovery in the monkey brain, of a special class of neurons
called ‘mirror neurons’, located in the premotor cortex, a region
of the frontal lobe in front of the motor area. They are neither
sensory nor motor, but they discharge both when the monkey
executes an action and when it observes another individual
execute that same action (Di Pellegrino et al., 1992). However,
the monkey doesn’t move while observing others moving, since
the neuron’s activity in the motor cortex never reaches the
threshold to send outgoing signals to the muscles. So, what is
the role of mirror neurons? It has been proposed that they rep-
resent the ‘idea’ of an action (Fadiga et al., 2000). This idea can
be evoked when we have the intention to execute it, when we are
executing it, and also when we see somebody else executing it.
This idea is not only a ‘visual’, ‘cognitive’ or ‘verbal’ description; it
actually involves the motor system necessary to execute the
action. This means that whenever we see another person moving
we feel ourselves as if we were executing that movement.

The visual hypothesis describes a ‘third person’-style rela-
tionship between the observer and the observed action. The
action is recognized, but without referring to the observer’s pri-
vate knowledge of what doing that action means. In contrast, the
motor hypothesis describes a ‘first person’ understanding of
what the individual is seeing. The observed action enters into the
observer’'s motor representation and recalls his her similar
experiences when doing that same action. It is an empathic
recognition that makes the observer share the experience of the
action agent.
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In social life, however, humans are required to understand not
only actions but also to decipher emotions. Which mechanisms
enable us to understand what others feel? Is there a mirror
mechanism for emotions similar to that for understanding
actions?

It is reasonable to postulate that, as is the case for under-
standing action, there are two basic mechanisms for under-
standing emotion that are conceptually different one from
another. The first consists of a cognitive elaboration of sensory
aspects of others’ emotional behaviors. The second consists of a
direct mapping of sensory aspects of the observed emotional
behavior onto the motor structures that determine, in the
observer, the experience of the observed emotion. These two
ways of recognizing emotions are experientially radically different.

With the first mechanism, the observer understands the
emotions expressed by others but does not feel them, he, or
she, deduces them. A certain facial or body pattern means fear,
another happiness, and that is it, there is no emotional involve-
ment. The sensory-motor mapping mechanism differs in this
respect. In this case, the recognition occurs because the
observed emotion triggers the feeling of the same emotion in
the observing person. It is a direct first-person recognition. The
emotion of the other penetrates the emotional life of the observer,
evoking not only the observed emotion but also related emo-
tional states and nuances of similar experiences.

To test the two mechanisms, let’s review data on disgust for
which rich empirical evidence has been recently acquired. Dis-
gust is a very basic emotion indicating that something that the
individual tastes or smells is bad and, most likely, dangerous.
Because of its strong communicative value, disgust is an ideal
emotion for testing the direct mapping hypothesis.

When an individual is exposed to disgusting odors or tastes,
there is an intense activation of two structures: the amygdala and
the insula. Recently, Wicker et al. (2003) carried out a brain
imaging study in which they tested whether the same insula sites
that show signal increase during the experience of disgust also
show signal increase during the observation of facial expressions
of disgust. Results showed that precisely the same sector within
the anterior insula that was activated by the exposure to dis-
gusting odorants was also activated by the observation of dis-
gust in others.

These data strongly suggest that humans understand dis-
gust, and most likely other emotions, through a direct mapping
mechanism. The observation of emotionally laden actions acti-
vates those structures that give a first-person experience of the
same actions. By means of this activation, a bridge is created
between ourselves and others.
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SEEING BOTH SIDES

ARE MIRROR NEURONS INVOLVED IN
THE EXPERIENCE OF EMPATHY?

Affective mirroring: emotional contagion or
empathy

Frédérique de Vignemont, Institut Jean-Nicod, Paris

According to most accounts, empathy presupposes a rich prior
knowledge of the person with whom one empathizes (Goldie,
1999). Consequently, it must be generated by high-level cogni-
tive processes, such as imagination and perspective-taking.
However, the recent discovery of so-called ‘mirror systems’ has
offered a new possible account of empathy, which would be
generated instead by low-level mechanisms of neural mimicry.
Indeed, the same brain areas have been found to be active when
one performs an action and when one observes another perform
the same action (Rizzolatti et al., 1995), when one inhales dis-
gusting odorants and when one observes disgust-expressive
faces (Wicker at al., 2003), when one is being touched and when
one sees another being touched (Keysers et al., 2004), and also
when one feels pain and when one observes another in pain
(Singer et al., 2004). As a result, the question has recently arisen
whether mirroring could generate or constitute empathy (Gallese,
2001; Preston and de Waal, 2002).

Individual X could not empathize with individual Y unless (i) X
were in some affective state or other; (i) X's affective state were
homologous with Y’s affective state (or target state) in some
relevant aspects (e.g. same type of affective state); (i) X’s state
were triggered by Y’s state; and (iv) X were aware that Y is the
source of X’'s own affective state (de Vignemont & Singer, 2006).
The fourth condition is of particular interest for distinguishing
emotional contagion and empathy. Both emotional contagion
and empathy meet the first three conditions. However, unlike
empathy, emotional contagion fails to meet the fourth condition.
It falls short of understanding another’'s emotion. Suppose |
become hysterical in the middle of a hysterical crowd. When |
catch others’ hysteria so to speak, | am locked within my own
emotional state; | cannot care about others’ emotions. In con-
trast, when | empathize with the distress you experience after
your father’s death, my empathetic distress helps me to better
understand what you feel, and it may also motivate my trying to
comfort you. Whereas emotional contagion is self-centered,
empathy is other-centered. The awareness of the other’s role in
one’s own emotion is thus a prerequisite of empathy (iv).

Mirroring meets the first three conditions: (i) the mirror
response may be an affective state (e.g., disgust, pain); (i) it is
part of the definition of the mirror state that it matches the target
state, and (jii) the mirror state is caused by the target state. Thus,
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the mirroring account of both emotional contagion and empathy
seems promising, but it is more promising for the former than for
the latter. It is not clear, indeed, how mirroring per se can underlie
one’s emotional understanding of others, an understanding
constitutive of empathy, but not of emotional contagion. How
can | know that my mirroring state is triggered by your affective
state? If mirroring constitutes emotional contagion and emotional
contagion does not meet condition (iv), then it is unlikely that
mirroring is either necessary or sufficient for emotional under-
standing of others. Instead, one needs to exploit higher-level
cognitive processes in order to know the causal source of one’s
empathetic state. This view is in line with the top-down approach
to empathy. Strictly speaking, there cannot be a mirroring route
to empathy. Mirroring per se would only generate emotional
contagion, not empathy.

However, it is important to distinguish between two kinds of
mirroring: strict mirroring based on low-level direct matching
between one’s state and the target state, and cognitively loaded
mirroring. Consider the example of pain, which includes both a
sensorimotor component (the intensity of pain and its bodily
location) and an affective component (the unpleasantness of
pain). Using one experimental paradigm, Avenanti et al. (2005)
found that seeing a needle deeply penetrate another’s hand
causes in the observer the same sensorimotor response (i.e.
muscle-specific freeze) as in the person whose hand is being
penetrated. By contrast, using a different experimental paradigm,
Singer et al. (2004) found that experiencing pain and observing
another’s pain selectively activate the same affective part of the
pain neural matrix. There are interesting contrasts between the
two types of mirroring. Whereas the former is automatic (Ave-
nanti et al., 2006), the latter is subject to top-down modulation by
a wide range of factors: by the affective attitude toward the target
(Singer et al., 2006), by the empathizer’s expertise (Cheng et al.,
2007), by information about therapeutic uses of pain (Lamm et
al., 2007), and by perspective-taking (Jackson et al., 2006).
Thus, affective pain mirroring is based on processes of context
appraisal. As such, it can include one’s awareness that the other
is the source of one’s affective state, and thus generate empa-
thy. In contrast, sensorimotor pain mirroring fails to meet con-
dition (iv). It is more direct and low-level and it can constitute the
neural basis of emotional contagion.

To conclude, strict mirroring is a low-level automatic mech-
anism that causes mere emotional contagion. It is only when
mirroring is cognitively loaded that it can generate empathy. But
it may then no longer qualify as a mirroring process.
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CHAPTER SUMMARY

The basic unit of the nervous system is a special-
ized type of cell called a neuron. Projecting from
the cell body of a neuron are short branches called
dendrites and a slender tubelike extension called
the axon. Stimulation of the dendrites and cell
body leads to a neural impulse that travels down
the length of the axon. Sensory neurons transmit
signals from sense organs to the brain and spinal
cord; motor neurons transmit signals from the
brain and spinal cord to muscles and glands. A
nerve is a bundle of elongated axons belonging to
hundreds or thousands of neurons.

A stimulus moves along a neuron as an electro-
chemical impulse that travels from the dendrites to
the end of the axon. This traveling impulse, or
action potential, is caused by depolarization, an
electrochemical process in which the voltage dif-
ference across cell mechanisms is changed at suc-
cessive points along the neuron.

Once started, an action potential travels down the
axon to many small swellings at the end of the
axon called terminal buttons. These terminal
buttons release chemical substances called neuro-
transmitters, which are responsible for transfer-
ring the signal from one neuron to an adjacent
one. The neurotransmitters diffuse across the
synapse, a small gap between the juncture of the
two neurons, and bind to receptors in the cell
membrane of the receiving neuron. Some neuro-
transmitters have an excitatory effect, and others
have an inhibitory effect. If the excitatory effects
on the receiving neuron become large relative to
the inhibitory effects, depolarization occurs, and
the neuron fires an all-or-none impulse.

There are many different kinds of neuro-
transmitter—receptor interactions, and they help
explain a range of psychological phenomena. The
most important neurotransmitters include ace-
tylcholine, norepinephrine, dopamine, serotonin,
gamma-aminobutyric acid (GABA), and glutamate.

The nervous system is divided into the central
nervous system (the brain and spinal cord) and the
peripheral nervous system (the nerves connecting
the brain and spinal cord to other parts of the
body). Subdivisions of the peripheral nervous
system are the somatic system (which carries
messages to and from the sense receptors, muscles,
and the surface of the body) and the autonomic
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system (which connects with the internal organs
and glands).

The human brain is composed of three functional
divisions: the central core, the limbic system, and
the cerebrum. The central core includes the
medulla, which is responsible for respiration and
postural reflexes; the cerebellum, which is con-
cerned with motor coordination; the thalamus, a
relay station for incoming sensory information;
and the hypothalamus, which is important in
emotion and in maintaining homeostasis. The
reticular formation, which crosses through several
of the other central core structures, controls the
organism’s state of arousal and consciousness.

The limbic system controls some of the instinctive
behaviors regulated by the hypothalamus, such as
feeding, attacking, fleeing, and mating. It also
plays an important role in emotion and memory.

The cerebrum is divided into two cerebral hemi-
spheres. The convoluted surface of these hemi-
spheres, the cerebral cortex, plays a critical role in
higher mental processes such as thinking, learn-
ing, and decision making. Certain areas of the
cerebral cortex are associated with specific sen-
sory inputs or control of specific movements. The
remainder of the cerebral cortex consists of asso-
ciation areas concerned with memory, thought,
and language.

Techniques have been developed to obtain
detailed pictures of the human brain without
causing the patient undue distress or damage.

They include
, magnetic resonance imaging (MRI), and

When the corpus callosum (the band of nerve
fibers connecting the two cerebral hemispheres) is
severed, significant differences in the functioning
of the two hemispheres can be observed. The left
hemisphere is skilled in language and mathemat-
ical abilities. The right hemisphere can understand
some language but cannot communicate through
speech. Instead, it has a highly developed spatial
and pattern sense.

The term aphasia is used to describe language
deficits caused by brain damage. People with
damage to Broca’s area have difficulty enunciating
words correctly and speak in a slow, labored way.
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People with damage to Wernicke’s area can hear
words but do not know their meaning.

12 The autonomic nervous system has sympathetic
and parasympathetic divisions. Because it controls
the action of the smooth muscles and the glands,
the autonomic system is particularly important in
emotional reactions. The sympathetic division is
active during excitement, and the parasympathetic
system is dominant during quiescence.

13 The endocrine glands secrete hormones into the
bloodstream that travel through the body, acting
in various ways on cells of different types. The
pituitary has been called the ‘master gland’
because it controls the secretion activity of other
endocrine glands. The adrenal glands are impor-
tant in determining mood, energy level, and ability
to cope with stress.

14 An individual’s hereditary potential, which is
transmitted by the chromosomes and genes,

CORE CONCEPTS
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influences his or her psychological and physical
characteristics. Genes are segments of DNA mol-
ecules, which store genetic information. Some
genes are dominant, some recessive, and some sex-
linked. Most human characteristics are polygenic;
that is, they are determined by many genes acting
together rather than by a single gene pair.

Selective breeding (mating animals that are high
or low in a certain trait) is one method of studying
the influence of heredity. Another means of sort-
ing out the effects of environment and heredity is
twin studies, in which the characteristics of iden-
tical twins (who share the same heredity) are
compared with those of fraternal twins (who are
no more alike genetically than ordinary siblings).
Behavior depends on the interaction between
heredity and environment: An individual’s genes
set the limits of his or her potential, but what
happens to that potential depends on the envi-
ronment in which he or she grows up.

pain threshold interneuron

pain tolerance nerve

nervous system nucleus

brain ganglion

spinal cord glial cell

central nervous system action potential
peripheral nervous system ion

afferent nerves ion channel
efferent nerves ion pump

somatic system polarized
autonomic system resting potential
neuron excitation threshold
dendrites depolarized

axon refractory period
terminal buttons myelin sheath
synapse nodes of ranvier
synaptic gap saltatory conduction
neurotransmitter all-or-none law
sensory neuron lock-and-key action
receptor excitatory

motor neuron inhibitory
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hyperpolarized
reuptake
degradation
hindbrain
midbrain
forebrain
central core
limbic system
cerebrum
medulla

pons

reticular formation
cerebellum
superior and inferior colliculus
substantia nigra
cerebral cortex
thalamus
hypothalamus
homeostasis
pituitary gland
limbic system
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hippocampus
amygdala

corpus callosum
longitudinal fissure
hemispheres

frontal lobe
parietal lobe
occipital lobe
temporal lobe
central fissure
lateral fissure
primary motor area
primary somatosensory area
primary visual area
optic chiasm

primary auditory area
association areas
event-related potentials (ERP)

computerized axial tomography
(CAT or CT)

positron emission tomography

(PET)

functional magnetic resonance
imaging (fMRI)

aphasia

Broca’s area

Wernicke’s area

sympathetic nervous system

parasympathetic nervous system

endocrine system

Take a quiz, try the activities and exercises, and explore web links.

The undergraduate level tutorials will help you review the basic neural functions. Then test yourself by using the

available interactive quizzing.

This Whole Brain Atlas houses a multitude of photos of the brain. The images range from photos of normal brains

to the brains of patients with a brain tumor or Alzheimer’s disease.
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natural selection
behavior genetics
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sexual selection
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The forebrain: subcortical structures

The cerebral cortex
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CHAPTER 3

PSYCHOLOGICAL
DEVELOPMENT




I t is parents’ night at the beginning of the school year at the local primary
school. Mrs. Vohland, the Grade 1 teacher, has given the parents of her
new class a short presentation of the kinds of activities they will be doing over
the academic year. The parents are milling around the room, looking at their
children’s artwork, and getting to know each other. A few parents approach
Mrs. Vohland to introduce themselves or thank her for her presentation. One
intense-looking father named Philip walks up to Mrs. Vohland and begins to
ask her a series of pointed questions about her goals for the children. When
will they learn to read? Will they have mastered addition and subtraction by
the end of the year? Will his son be able to write short paragraphs by the end of
the year? Mrs. Vohland tries to explain that Grade 1 is for developing the
building blocks of reading, arithmetic, and writing. Some children will be very
advanced by the end of the year, and some will not, because children develop at
different paces. Philip is not satisfied with her answer, though, and informs
Mrs. Vohland that his son has tested as ‘bright’ and he expects him to have
accomplished all these goals by the end of the year.

When Philip finally lets her go, Mrs. Vohland takes a deep breath and
begins to tidy her desk. Another father, Sam, approaches. He also looks a bit
intense, and Mrs. Vohland braces herself for another onslaught of questions.
Sam begins by saying that he is concerned about his son, who apparently has
also been labeled as ‘bright’ by some early intelligence tests. Sam’s concerns,
however, are quite different from Philip’s. ‘I just want him to have a normal
childhood. He’s only 6, and the hard work will come later. I want him to have
fun and to enjoy school. Pm worried you might push him too hard because he’s
supposedly smart’.

Parents, obviously, can have very different expectations for their children.
Particularly with a first child, these expectations are often based on their own
personal experiences as a child, or what they’ve read in the media or heard
from friends. In addition, children vary greatly in their pace of development. In
this chapter, we describe the progress of ‘normal’ development, but keep in
mind the variations from this norm across children, families, and cultures.

Of all mammals, human beings require the longest period of maturation and
learning before they are self-sufficient. In general, the more complex an
organism’s nervous system, the longer the organism takes to reach maturity. A
lemur (a primitive primate) can move about on its own shortly after birth and
is soon able to fend for itself. An infant monkey is dependent on its mother for

several months, a chimpanzee for several years. But even a chimpanzee — one of
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our closest relatives — will be a functioning adult member
of its species long before a human of the same age.
Developmental psychologists are concerned with how
and why different aspects of human functioning develop
and change across the life span. They focus on physical
development, such as changes in height and weight and
the acquisition of motor skills; cognitive development,
such as changes in thought processes, memory, and lan-
guage abilities; and personality and social development,
such as changes in self-concept and interpersonal

HEREDITY AND ENVIRONMENT

The question of whether heredity (‘nature’) or environ-
ment (‘nurture’) is more important in determining the
course of human development has been debated for cen-
turies. The seventeenth-century British philosopher John
Locke rejected the prevailing notion that babies were
miniature adults who arrived in the world fully equipped
with abilities and knowledge and simply had to grow for
these inherited characteristics to appear. On the contrary,
Locke believed that the mind of a newborn infant is a
tabula rasa (Latin for ‘blank slate’). What gets written on
this slate is what the baby experiences — what he or she
sees, hears, tastes, smells, and feels. According to Locke,
all knowledge comes to us through our senses. It is pro-
vided entirely by experience; there is no built-in
knowledge.

Charles Darwin’s theory of evolution (1859), which
emphasizes the biological basis of human development,
led many theorists to emphasize heredity. With the rise of
behaviorism in the twentieth century, however, the envi-
ronmentalist position once again dominated. Behaviorists
like John B. Watson and B. F. Skinner argued that human
nature is completely malleable: Early training can turn a
child into any kind of adult, regardless of his or her
heredity. Watson (1930, p. 104) stated this argument in
its most extreme form:

Give me a dozen healthy infants, well-formed, and my
own specified world to bring them up in, and Tl
guarantee to take any one at random and train him to be
any type of specialist I might select — doctor, lawyer,
artist, merchant-chief, and, yes, even beggar-man

and thief, regardless of his talents, penchants, tenden-
cies, abilities, vocations, and race of his ancestors.

Today most psychologists agree not only that both
nature and nurture play important roles but also that they
interact continuously to guide development. The newborn
infant has an estimated 100 billion neurons in his or her
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relationships. The development of particular psychologi-
cal abilities and functions is treated in more detail in later
chapters. In this chapter we provide a general overview of
psychological development and consider two central
questions: (1) How do biological factors interact with
events in the child’s environment to determine the course
of development? and (2) Is development best understood
as a gradual, continuous process of change or as a series
of abrupt, qualitatively distinct stages?

brain but relatively few connections between them. The
connections between neurons develop rapidly after birth,
and the infant brain triples in weight in the first three
years after birth (DiPietro, 2001). Brain development is
heavily influenced both by genetic factors and by the
stimulation or deprivation a child receives from the
environment in the early years.

Even forms of development that seem to be determined
by innate biological timetables can be affected by envi-
ronmental events. At the moment of conception, a
remarkable number of personal characteristics are already
determined by the genetic structure of the fertilized ovum.
Our genes program our growing cells so that we develop
into a person rather than a fish or a chimpanzee. They
determine our sex, the color of our skin, eyes, and hair,
and our overall body size, among other things. These
genetically determined characteristics are expressed
through the process of — an innately determined
sequence of growth and change that is relatively inde-
pendent of external events. The human fetus develops
according to a fairly fixed schedule, and fetal behavior,
such as turning and kicking, also follows an orderly
sequence that depends on the stage of growth. However, if
the uterine environment is seriously abnormal in some
way, maturational processes can be disrupted. For exam-
ple, if the mother contracts rubella during the first three
months of pregnancy (when the fetus’s basic organ systems
are developing according to the genetically programmed
schedule), the infant may be born deaf, blind, or brain-
damaged, depending on which organ system was in a
critical stage of development at the time of infection.
Maternal malnutrition, smoking, and consumption of
alcohol and drugs are other environmental factors that can
affect the normal maturation of the fetus.

Motor development after birth also illustrates the
interaction between genetically programmed maturation
and environmental influences. Virtually all children go
through the same sequence of motor behaviors in the
same order: rolling over, sitting without support, standing
while holding onto furniture, crawling, and then walking
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Both John Locke and Charles Darwin influenced the nature-nurture debate, but in different ways.
Locke emphasized the role of the senses in the acquisition of knowledge, arguing that knowledge is
provided only by experience. Darwin emphasized the biological basis of human development,

leading to renewed interest in the role of heredity.

(see Figure 3.1). But they go through the sequence at
different rates, and developmental psychologists have
long wondered about the importance of learning and
experience in such differences. Although early studies
suggested that the answer was no (Dennis & Dennis,
1940; Gesell & Thompson, 1929; McGraw, 1935/1975),
later studies indicate that practice or extra stimulation can
accelerate the appearance of motor behaviors to some
extent. For example, newborn infants have a stepping
reflex. If they are held in an upright position with their
feet touching a solid surface, their legs make stepping
movements that are similar to walking. In some cultures,
such as the Kipsigis people of rural Kenya, parents
actively teach their infants how to sit up, stand, and walk,
and these babies reach these developmental milestones
three to five weeks earlier than American babies (Cole &
Cole, 2001). In contrast, among the Ache, a nomadic
people from eastern Paraguay, children get little experi-
ence with locomotion on their own because the forest
they live in is so dense. These children begin walking
almost a full year later than children in the United States
or Europe (although they catch up to, and probably
surpass, them in motor skills by mid-childhood).

The development of speech provides another example
of the interaction between genetically determined
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characteristics and experience. In the course of normal
development, all human infants learn to speak, but not
until they have attained a certain level of neurological
development. With rare exceptions, infants less than a
year old cannot speak in sentences. But children reared in
an environment where people talk to them and reward
them for making speechlike sounds talk earlier than
children who do not receive such attention. For example,
children in middle-class European homes begin to talk at
about 1 year of age. Children reared in San Marcos, a
remote village in Guatemala, have little verbal interaction
with adults and do not utter their first words until they
are more than 2 years old (Kagan, 1979). Note that the
environment affects the rate at which children acquire the
skills, not the ultimate skill level.

Stages of development

In explaining the sequence of development, several psy-
chologists have proposed discrete, qualitatively distinct
steps or . Many of us use this con-
cept informally. We think of the life span as being divided
into the stages of infancy, childhood, adolescence, and
adulthood. Parents might say that their adolescent is
going through a ‘rebellious stage’. Developmental
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Figure 3.1 Motor Development. The bars indicate the age range in which most infants develop behavior indicated

psychologists, however, have a more precise concept in
mind: The concept of stages implies that behaviors at a
given stage are organized around a dominant theme or a
coherent set of characteristics, behaviors at one stage are
qualitatively different from behaviors at earlier or later
stages, and all children go through the same stages in the
same order. Environmental factors may speed up or slow
down development, but the order of the stages does not
vary. A child cannot enter a later stage without going
through an earlier one first. As we will see later in the
chapter, however, not all psychologists agree that devel-
opment proceeds according to a fixed sequence of qual-
itatively distinct stages.
Closely related to the concept of stages is the idea of
in human development — crucial time
periods in a person’s life when specific events occur if
development is to proceed normally. Critical periods have
been identified for some aspects of physical development
in the human fetus. For example, the period six to seven
weeks after conception is critical for normal development
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of the sex organs. Whether the primitive sex organ
develops into a male or female sexual structure depends
on the presence of male hormones, regardless of the XX
or XY arrangement of chromosomes. The absence of
male hormones means that female sex organs will develop
in either case. If male hormones are injected later in
development, they cannot reverse the changes that have
already taken place.

The existence of critical periods for psychological
development is less well established. It is probably more
accurate to say that there are — periods
that are optimal for a particular kind of development. If
a certain behavior is not well established during this
sensitive period, it may not develop to its full potential.
For example, the first year of life appears to be a sensi-
tive period for the formation of close interpersonal
attachments (Rutter, Quinton, & Hill, 1990). The pre-
school years may be especially significant for intellectual
development and language acquisition (DeHart et al.,
2000). Children who have not had enough exposure to
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Virtually all children go through the same sequence of motor behaviors in the same order, but
they go through the sequence at different rates.

language before age 6 or 7 may fail to acquire it alto-
gether (Goldin-Meadow, 1982). The experiences of
children during such sensitive periods may shape their
future course of development in a manner that will be
difficult to change later.

INTERIM SUMMARY

® Two central questions in developmental psychology are
(1) How do biological factors (‘nature’) interact with
environmental experiences (‘nurture’) to determine the
course of development? and (2) Is development best
understood as a continuous process of change or as a
series of qualitatively distinct stages?

® Some developmental psychologists believe that
development occurs in a sequence of periods in which
(1) behaviors at a given stage are organized around a
dominant theme or a coherent set of characteristics,
(2) behaviors at one stage are qualitatively different
from behaviors at earlier or later stages, and (3) all
children go through the same stages in the same
order.

® Anindividual’s genetic heritage is expressed through the
process of maturation: innately determined sequences
of growth or other changes in the body that are relatively
independent of the environment.

® Critical or sensitive periods are times during
development when specific experiences must
occur for psychological development to proceed
normally.
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CRITICAL THINKING QUESTIONS

1 Why do you think some parents are very concerned that
their children develop basic skills faster than other
children the same age? What effect do you think this
has on the child’s development?

2 Some theorists have claimed that there are sensitive
periods for the development of attachments between
an infant and his or her caregiver. What would the
implications of such sensitive periods be, if they do
exist?
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CAPACITIES OF THE NEWBORN

At the end of the nineteenth century, psychologist William
James suggested that the newborn child experiences the
world as a ‘buzzing, blooming confusion’, an idea that
was still prevalent as late as the 1960s. We now know
that newborn infants enter the world with all of their
sensory systems functioning and are well prepared to
learn about their new environment.

Because babies cannot explain what they are doing or
tell us what they are thinking, developmental psycholo-
gists have had to design some ingenious procedures to
study the capacities of infants. The basic method is to
change the baby’s environment in some way and observe
the responses. For example, an investigator might present
a tone or a flashing light and see if there is a change in
heart rate or if the baby turns its head or sucks more
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Figure 3.2 Visual Acuity. The newborn’s poor visual acuity makes the mothers face look fuzzy (left) rather than clear (right) even when

viewed from close up.

vigorously on a nipple. In some instances, the researcher
presents two stimuli at the same time to determine
whether infants look longer at one than at the other. If
they do, it indicates that they can tell the stimuli apart and
perhaps that they prefer one over the other. In this section
we describe some research findings on infant capacities,
beginning with studies of infants’ vision.

Vision
Newborns have poor visual acuity, their ability to change
focus is limited, and they are very nearsighted. The
computer-manipulated picture in Figure 3.2 shows how a
mother’s face may look to an infant. By seven or eight
months of age, infants’ visual acuity is close to that of
adults (Keil, in press). Newborns spend a lot of time
actively looking about. They scan the world in an
organized way and pause when their eyes encounter an
object or some change in their , which is the full
scope of what they can see. They are particularly attracted
to areas of high contrast, such as the edges of an object.
Instead of scanning the entire object, as an adult would,
they keep looking at areas that have the most edges. They
also prefer complex patterns over plain ones and patterns
with curved lines over patterns with straight lines.
There is some evidence that newborns have a

— an inborn, unlearned preference for faces.
Newborns prefer to look at a normal face more than a
scrambled or blank face, and even prefer to look at happy
faces over fearful faces (Farroni et al., 2007). The brains
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of newborns may come prepared to orient toward faces
and obtain information from faces (Johnson & Morton,
1991). Newborns do not come equipped to perceive faces
exactly as older children and adults do, however, and a
great deal of learning about faces happens in the early
days and months of life. For example, although newborns
prefer normal faces over scrambled ones (see Figure 3.3),
they do not prefer normal faces over highly distorted ones
in which the eyes are set so far apart the face appears
rabbit-like. In contrast, three-month-olds show a clear
preference for normal faces over distorted ones (Bhatt
et al., 2005). In addition, newborns do not show a

A
-

Figure 3.3 Normal versus scrambled faces. Infants as young
as 3 months show a preference for a normally configured face
and a face with the features scrambled. Such preferences may
be present at birth. (From Bhatt, Berling, Hayden and Reed, 2005.)
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preference for faces of their own culture or race, but by
three months of age, infants clearly prefer to look at faces
of their own race (Kelly et al., 2005; Kelly et al., in press).
Thus, newborns seem to come equipped to perceive the
basic features of faces and to learn very rapidly about the
faces they frequently see.

Hearing

Even fetuses 26 to 28 weeks old move in response to a
sharp sound. Newborn infants turn their heads toward
the source of a sound. Interestingly, the head-turning
response disappears at about six weeks and does
not reemerge until three or four months, at which time
the infants also search with their eyes for the source of
the sound. By four months, infants reach toward the
source of a sound in the dark, which helps young infants
to learn what objects go with what sounds (Keil, in press).

Infants seem to learn particularly rapidly about the
sounds made in human speech, and this learning may
begin in the womb. Newborns show a preference for their
mothers’ voice over a strangers, and even show a pref-
erence for stories their mothers read aloud in the last
weeks of pregnancy over novel stories (DeCasper et al.,
1994). While in the womb, infants are probably per-
ceiving the low frequency sounds of their mothers’ voices.
They are also picking up on the distinctive qualities of
their mother’s language: newborns of French mothers can
distinguish between recordings of a woman speaking
French and Russian, while newborns whose mother is
neither French nor Russian cannot discriminate the two
recordings (Mehler et al., 1988). It seems it is the partic-
ular rhythms of a language that infants are discerning.
Newborns will not distinguish between their own lan-
guage and other languages that are similar in rhythm,
such as Dutch and English, but will distinguish between
languages with different rhythms, such as Japanese and
Polish (Ramus, 2002).

Across cultures, adults speak to young infants quite
differently from how they speak to older children and
adults, using a higher pitch to the voice, different con-
tours to sentences (e.g., ‘hellllloooo, little baby’ with the
‘hello’ starting at a high pitch then declining in pitch and
the ‘I’ and ‘0’ drawn out), and longer pauses between
sentences. This style of speech, often referred to as
babytalk or motherese, seems to be just what a baby
wants and needs. Infants in the first months of life prefer
motherese over normal speech, even when presented by a
stranger, and motherese helps infants detect the bounda-
ries between words (Cooper et al., 1997; Fernald, 1985;
Thiessen et al., 2005). Infants as young as six months are
also able to discriminate between intonations of voice
indicating approval and disapproval, and smile more in
response to approval intonations over disapproval into-
nations, even when presented in a language different from
their own (Fernald, 1993). Thus, infants seem to be able
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to extract important meanings from the speech around
them, and are especially attentive to the kind of speech
most frequently directed at them.

Taste and smell

Infants can discriminate between tastes shortly after birth.
They prefer sweet-tasting liquids over liquids that are salty,
bitter, sour, or bland. The characteristic response of the
newborn to a sweet liquid is a relaxed expression resem-
bling a slight smile, sometimes accompanied by lip-licking.
A sour solution produces pursed lips and a wrinkled nose.
In response to a bitter solution, the baby opens its mouth
with the corners turned down and sticks out its tongue in
what appears to be an expression of disgust.

Newborns can also discriminate among odors. They
turn their heads toward a sweet smell, and heart rate and
respiration slow down; these are indicators of attention.
Noxious odors, such as those of ammonia or rotten eggs,
cause them to turn their heads away; their heart rate and
respiration accelerate, indicating distress. Infants are able
to discriminate among even subtle differences in smells.
After nursing for only a few days, an infant will

Infants show their likes and dislikes for certain tastes at a very
young age using universal facial expressions, such as the
expression for disgust.

© MICHAEL NEWMAN/PHOTOEDIT
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consistently turn its head toward a pad saturated with its
mother’s milk in preference to one saturated with another
mother’s milk (Russell, 1976). Only breast-fed babies
show this ability to recognize the mother’s odor (Cernoch
& Porter, 1985). When bottle-fed babies are given a
choice between the smell of their familiar formula and
that of a lactating breast, they choose the breast (Porter,
Makin, Davis, & Christensen, 1992). There seems to be
an innate preference for the odor of breast milk. In gen-
eral, the ability to distinguish among smells has a clear
adaptive value: It helps infants avoid noxious substances
and thereby increases their chances of survival.

Learning and memory

It was once thought that infants could neither learn nor
remember, but this is not the case. Evidence for early
learning and remembering comes from several classic
studies. In one, infants only a few hours old learned to
turn their heads right or left, depending on whether they
heard a buzzer or a tone. To taste a sweet liquid, the baby
had to turn to the right when a tone sounded and to the
left when a buzzer sounded. After only a few trials,
the babies were performing without error — turning to the
right when the tone sounded and to the left when the
buzzer sounded. The experimenter then reversed the situ-
ation so that the infant had to turn the opposite way when
either the buzzer or the tone sounded. The babies mastered
this new task quickly (Siqueland & Lipsitt, 1966).

By the time they are three months old, infants have good
memories. When a mobile over an infant’s crib was
attached to one of the baby’s limbs by a ribbon, three-
month-old infants quickly discovered which arm or leg
would move the mobile. When the infants were placed in
the same situation eight days later, they remembered which
arm or leg to move (Rovee-Collier, 1999) (see Figure 3.4).

More startling is evidence that infants remember sen-
sations they experienced before birth, while still in the
mother’s uterus. We noted earlier that newborn infants
can distinguish the sound of the human voice from other
sounds. They also prefer the human voice over other
sounds. A few days after birth, infants can learn to suck
on an artificial nipple in order to turn on recorded speech
or vocal music, and they suck more vigorously to hear
speech sounds than to hear nonspeech sounds or instru-
mental music (Butterfield & Siperstein, 1972). They also
prefer heartbeat sounds and female voices over male
voices, and they prefer their mother’s voice to other
women’s voices. But they do not prefer their father’s voice
to other men’s voices (Brazelton, 1978; DeCasper & Fifer,
1980; DeCasper & Prescott, 1984) (see Figure 3.5).

These preferences appear to stem from the infant’s
prenatal experience with sounds. For example, the
mother’s voice can also be heard in the uterus, which
would appear to explain why a newborn infant
prefers her voice over others. Perhaps most surprising is
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Figure 3.4 A Study of Infant Memory. A study showed that
3-month-old infants could easily learn to move a mobile by pulling
on a ribbon attached to their leg; the infants remembered this
new behavior when tested in the same situation eight days later.
(From Rovee-Collier, C. (1999). The development of infant memory.
Current Directions in Psychological Science, 8, 80-85.)

Figure 3.5 Preference for Sounds. A newborn can indicate a
preference for certain sounds — such as the mother’s voice — by

sucking more vigorously on a nipple when it causes the preferred
sounds to be played through the earphones.

evidence that the fetus may actually be learning to
discriminate among some of the sounds of individual
words. In an extraordinary experiment, pregnant women

© RICH MALKAMES
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read aloud passages from children’s stories each day
during the last six weeks of pregnancy. For example,
some women read the first 28 paragraphs of the Dr. Seuss
book The Cat in the Hat. Others read the last 28 para-
graphs of the same story, but with the main nouns
changed so that it was about the ‘dog in the fog’ instead
of the ‘cat in the hat’. By the time the infants were born,
they had heard one of the selected stories for a total of
about 37 hours.

Two or three days after the infants were born, they
were permitted to suck on a special pacifier wired
to record sucking rates (like the apparatus shown in
Figure 3.5). Sucking on the pacifier turned on a tape
recording of either their mother’s voice or an unfamiliar
woman’s voice reading aloud either the story the infants
had heard before birth or the story they had not heard
previously. As in previous experiments, the infants
showed by their sucking rates that they preferred their
mother’s voice to the stranger’s. The startling finding,
however, was that they also preferred the familiar story
over the unfamiliar one — even when the two stories were

CRITICAL THINKING QUESTIONS

1 What do you think the evidence regarding infants’
memories says about claims that adults can remember
events from their first year of life?

2 Can an infant’s environment be too stimulating? What
might be the effects of an overly stimulating
environment?

COGNITIVE DEVELOPMENT IN
CHILDHOQOD

Although most parents are aware of the intellectual
changes that accompany their children’s physical growth,
they would have difficulty describing the nature of these
changes. How contemporary psychologists describe these

read by the stranger (DeCasper & Spence, 1986).

In sum, the research we have described challenges the
view of the newborn as experiencing the world as ‘buzzing,
blooming confusion’, as well as the view that the child
enters the world as a ‘blank slate’. Clearly, the infant enters

the world well prepared to perceive and learn.

INTERIM SUMMARY

® Farly theorists believed that all sensory preferences and
abilities had to be learned, but research over the past
several decades has established that infants are born
with their sensory systems intact and prepared to learn
about the world.

® Newborns have poor vision and cannot see as well as
an adult until about age 2.

® Some theorists thought infants were born with a
preference for faces, but research suggests infants are
not attracted to faces per se but to stimulus chara-
cteristics such as curved lines, high contrast, edges,
movement, and complexity — all of which faces possess.

® Even newborns pay attention to sounds, and they
seem to be born with perceptual mechanisms that are
already tuned to the properties of human speech that
will help them learn language.

® |nfants can discriminate between different tastes and
odors shortly after birth. They seem to show a
preference for the taste and odor of breast milk.

® |nfants can learn from the moment they are born and
show good memories by three months of age.
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changes has been profoundly influenced by the Swiss
psychologist Jean Piaget (1896-1980). Prior to Piaget,
psychological thinking about children’s cognitive devel-
opment was dominated by two perspectives, the biologi-
cal-maturation, which  emphasized the ‘nature’
component of development, and the environmental-
learning perspective, which emphasized ‘nurture’. In
contrast, Piaget focused on the interaction between the
child’s naturally maturing abilities and his or her inter-
actions with the environment. In this section we outline
Piaget’s stage theory of development and then turn to a
critique of that theory and to some more recent
approaches. We also discuss the work of Lev Vygotsky, a
Russian psychologist whose ideas about cognitive devel-
opment, originally published in the 1930s, have attracted
renewed interest in recent years.

Piaget’s stage theory

Partly as a result of his observations of his own children,
Piaget became interested in the relationship between the
child’s naturally maturing abilities and his or her inter-
actions with the environment. He saw the child as an active
participant in this process, rather than as a passive recip-
ient of biological development or external stimuli. He
viewed children as ‘inquiring scientists’ who experiment
with objects and events in their environment to see what
will happen. (“What does it feel like to suck on the teddy
bear’s ear?” “What happens if I push my dish off the edge of
the table?’) The results of these ‘experiments’ are used to
construct — theories about how the physical and
social worlds operate. Upon encountering a novel object or
event, the child attempts to it — understand it in
terms of a preexisting schema. Piaget argued that if the
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new experience does not fit the existing schema, the child,
like any good scientist, will engage in

modifying a schema to fit new information, thereby
extending the child’s theory of the world (Piaget &
Inhelder, 1969). For example, if a boy’s schema for
firefighter is a male adult who wears a big, bulky uni-
form, but he sees a picture of a woman in a firefighter’s
uniform, he may first refuse to believe that women can
be firefighters. He may argue that the woman in the
picture must be playing ‘dress-up’. Upon further evi-
dence of women firefighters, however, the boy may
engage in accommodation of his schema for firefighters,
accepting that firefighters can be women, too.

Piaget’s first job as a postgraduate student in psy-
chology was as an intelligence tester for Alfred Binet,
the inventor of the IQ test (see Chapter 12). In the
course of this work, he began wondering why children
made the kinds of errors they did. What distinguished
their reasoning from that of adults? He observed his
own children closely as they played, presenting them
with simple scientific and moral problems and asking
them to explain how they arrived at their answers.
Piaget’s observations convinced him that children’s
ability to think and reason progresses through a series
of qualitatively distinct stages. He divided cognitive
development into four major stages, each of which has
a number of substages. The major stages are the sen-
sorimotor stage, the preoperational stage, the stage of
concrete operations, and the stage of formal operations
(see Concept Review Table).

Piaget designated the first two years of life as the

, when infants are busy discovering the
relationships between their actions and the consequences
of those actions. They discover, for example, how far they
have to reach to grasp an object and what happens when
they push their dish over the edge of the table. In this way
they begin to develop a concept of themselves as separate
from the external world.

An important discovery during this stage is the concept
of , the awareness that an object con-
tinues to exist even when it is not present. If a cloth is
placed over a toy that an eight-month-old is reaching for,
the infant immediately stops reaching and appears to lose
interest in the toy. The baby seems neither surprised nor
upset, makes no attempt to search for the toy, and acts as
if the toy had ceased to exist (see Figure 3.6). In contrast,
a ten-month-old will actively search for an object that has
been hidden under a cloth or behind a screen. The older
baby, having attained the concept of object permanence,
seems to realize that the object exists, even though it is out
of sight. But even at this age, search is limited. The infant
who has had repeated success in retrieving a toy hidden in
a particular place will continue to look for it in that spot
even after watching an adult conceal it in a new location.
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Piaget’s stages of cognitive development

The ages given are averages. They may vary considerably
depending on intelligence, cultural background, and socio-
economic factors, but the order of the progression is
assumed to be the same for all children. Piaget has
described more detailed phases within each stage; only a
general characterization of each stage is given here.

Stage Characterization

1. Sensorimotor
(birth-2 years)

Differentiates self from objects

Recognizes self as agent of action and begins
to act intentionally; for example, pulls a string to
set a mobile in motion or shakes a rattle to
make a noise

2. Preoperational
(2—7 years)

Learns to use language and to represent
objects by images and words

Thinking is still egocentric: has difficulty taking
the viewpoint of others

Classifies objects by a single feature; for
example, groups together all the red blocks
regardless of shape or all the square blocks
regardless of color

3. Concrete
operational
(7=11 years)

Can think logically about objects and events
Achieves conservation of number (age 6), mass
(age 7), and weight (age 9)

Classifies objects according to several features
and can order them in series along a single
dimension, such as size

4. Formal Can think logically about abstract propositions
operational and test hypotheses systematically
(11 years Becomes concerned with the hypothetical, the
and up)

future, and ideological problems

Not until about 1 year of age will a child consistently look
for an object where it was last seen, regardless of what
happened on previous trials.

By about 11 to 2 years of age, children have begun to use
symbols. Words can represent things or groups of things,
and one object can represent another. A 3-year-old may
treat a stick as a horse and ride it around the room, a
block of wood can become a car, and one doll can
become a father and another a baby. But although 3- and
4-year-olds can think in symbolic terms, their words and
images are not yet organized in a logical manner. During
this of cognitive development, the
child does not yet comprehend certain rules or operations.
An is a mental routine for separating,
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Figure 3.6 Object Permanence. When the toy is hidden by a screen, the infant acts as if the toy no longer exists. From this
observation, Piaget concluded that the infant had not yet acquired the concept of object permanence.

© Laura Dwight Photography

Figure 3.7 The Concept of Conservation. A 4-year old acknowledges that the two short, wide glasses contain the same amount of
liquid. However, when the contents of one glass is poured into a tall, thin glass, she says that it contains more liquid. Not until she is
several years older will she state that the two different-shaped glasses contain the same amount of liquid.

combining, and otherwise transforming information in a
logical manner. For example, if water is poured from a
tall, narrow glass into a short, wide one, adults know that
the amount of water has not changed because they can
reverse the transformation in their minds. They can
imagine pouring the water from the short glass back into
the tall glass, thereby arriving back at the original state.
In the preoperational stage of cognitive development, a
child’s understanding of reversibility and other mental
operations is absent or weak. As a result, according to
Piaget, preoperational children have not yet attained
conservation, the understanding that the amount of a
substance remains the same even when its form is
changed. They fail to understand that the amount of
water is conserved — remains the same — when it is poured
from the tall glass into the short one (see Figure 3.7).
Piaget believed that preoperational thinking is domi-
nated by visual impressions. A change in the visual
appearance of the clay influences the child more than less
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obvious but more essential qualities, such as mass or
weight. This reliance on visual impressions is illustrated
by an experiment on the conservation of number. If two
rows of checkers are matched one for one against each
other, young children will say, correctly, that the rows
have the same number of checkers (see Figure 3.8). If
the checkers in one row are brought closer together to
form a cluster, 5-year-olds say that there are now more
checkers in the straight row even though no checkers have
been removed. The visual impression of a long row of
checkers overrides the numerical equality that was obvi-
ous when the checkers appeared in matching rows. In
contrast, 7-year-olds assume that if the number of objects
was equal before, it must remain equal. At this age,
numerical equality has become more significant than
visual impression.

Another key characteristic of preoperational children,
according to Piaget, is egocentrism. Preoperational children
are unaware of perspectives other than their own — they



80

PSYCHOLOGICAL DEVELOPMENT

Figure 3.8 Conservation of Number. When two rows of ten checkers are evenly spaced, most children report that they contain the
same amount. When one row is then spread out into a larger space, children under age 6 or 7 say that the original row contains fewer
checkers.

believe that everyone else perceives the environment the
same way they do (Piaget, 1950a). To demonstrate this,
Piaget created the ‘three-mountain problem’. A child is
allowed to walk around a table on which are arranged
three mountains of different heights. Then the child stands
on one side of the table while a doll is placed on the table at
various locations (and therefore has a different view of the
three mountains than the child). The child is asked to
choose a photograph that shows what the doll is seeing.
Before the age of 6 or 7, most children choose the photo-
graph that illustrates their own perspective on the three
mountains (Piaget & Inhelder, 1948/1956).

Piaget believed that egocentrism explains the rigidity of
preoperational thought. Because young children cannot
appreciate points of view other than their own, they
cannot revise their schemas to take into account changes
in the environment. This is why they are unable to reverse
operations or conserve quantity.

Operational stages

Between the ages of 7 and 12, children master the various
conservation concepts and begin to perform other logical
manipulations. They can place objects in order on the
basis of a dimension such as height or weight. They can
also form a mental representation of a series of actions.
Five-year-olds can find their way to a friend’s house but
cannot direct you there or trace the route with paper and
pencil. They can find their own way because they know
that they have to turn at certain places, but they have no
overall picture of the route. In contrast, 8-year-olds can
readily draw a map of the route. Piaget calls this period
the concrete operational stage: Although children are
using abstract terms, they are doing so only in relation to
concrete objects — objects to which they have direct sen-
sory access.
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At about the age of 11 or 12, children arrive at adult
modes of thinking. In the formal operational stage, the
person is able to reason in purely symbolic terms. In one
test for formal operational thinking, the child tries to dis-
cover what determines how long a pendulum will swing
back and forth (its period of oscillation). Given a length of
string suspended from a hook and several weights that can
be attached to the lower end, the child can vary the length
of the string, change the attached weight, and alter the
height from which the bob is released. Children who are
still in the concrete operational stage experiment by
changing some of the variables but not in a systematic way.
Average adolescents, however, set up a series of hypotheses
and test them systematically. They reason that if a partic-
ular variable (weight) affects the period of oscillation, the
effect will appear only if they change one variable and hold
all others constant. If this variable seems to have no effect
on how long the pendulum swings, they rule it out and try
another. Considering all the possibilities — working out the
consequences for each hypothesis and confirming or
denying these consequences — is the essence of formal
operational thought.

A critique of Piaget’s theory

Piaget’s theory was a major intellectual achievement that
revolutionized the way we think about children’s cog-
nitive development. However, new, more sophisticated
methods of testing the intellectual functioning of infants
and preschool children reveal that Piaget underestimated
their abilities. Many of the tasks designed to test stage
theories actually require several skills, such as attention,
memory, and specific factual knowledge. Children may
have the ability being tested but be unable to perform
the task because they lack one of the other required
skills.

© LAURA DWIGHT
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Take the example of object permanence. As we saw
earlier, when infants younger than eight months are
shown a toy that is then hidden or covered while they
watch, they act as if the toy no longer exists and do not
attempt to search for it. Note, however, that successful
performance on this test requires children not only to
understand that the object still exists but also to remem-
ber where the object was hidden and to show through
some physical action that they are searching for it.
Because Piaget believed that early cognitive development
depends on sensorimotor activities, he did not consider
the possibility that the infant might know that the object
still exists but be unable to show this knowledge through
searching behavior.

In a study designed to test this possibility, children
were not required to actively search for the hidden object.
As shown in the far left section of Figure 3.9, the appa-
ratus was a screen hinged at one edge to the top of a table.
At first the screen lay flat on the table. As the infant
watched, the screen was slowly rotated away from the
infant through a complete 180-degree arc until it was
again flat on the table. The screen was then rotated in the
opposite direction, toward the infant.

When the infants were first shown the rotating screen,
they looked at it for almost a full minute, but after
repeated trials they lost interest and turned their atten-
tion elsewhere. At that point a brightly painted box
appeared on the table beyond the hinge, where it would
be hidden as the screen moved into its upright position.
(The infant was actually seeing a reflected image of a
box, not the actual box.) As shown in Figure 3.9, the
infants were then shown either a possible event or an
impossible event. One group of infants saw the screen
rotate from its starting position until it reached the point
where it should bump against the box. At that point the
screen stopped and then moved back to its starting

a) Habituation event
Infants are shown a rotating screen
until they no longer attend to it.

b) Test events
In these test events, a box is placed where it can be hidden by the screen. The
infants then see either a possible event (the screen rotates until it would hit the
box and then returns to its starting position) or an impossible event (the screen
appears to pass right through the box). Infants attend more to the impossible
event, indicating that they realize that the hidden box still exists.

Possible event

position. The other group saw the screen rotate to the
upright position but then continue to rotate all the way
to the other side of the 180-degree arc, just as though no
box was in the way. The investigators reasoned that if
the infants thought the box still existed even when the
screen hid it, they would be surprised when it seemed to
pass through the box — an impossible event. The infants
would then look at the screen longer than they would
when the screen seemed to bump into the box before
returning to its starting point. This is exactly what
happened. Even though the impossible event was per-
ceptually identical to an event that they had seen
repeatedly and lost interest in, the infants found it more
interesting than a physically possible event that they had
never seen before — the screen stopping halfway through
the arc and then reversing direction (Baillargeon, Spelke,
& Wasserman, 1985).

Because the infants in this experiment were only four-
and-a-half months old, they displayed object perma-
nence four to five months earlier than Piaget’s theory
predicts. Replications of this study have found that some
infants as young as three-and-a-half months display
object permanence (Baillargeon, 1987; Baillargeon &
DeVos, 1991).

Other experiments using Piaget’s conservation tasks
have also vyielded evidence that children’s mental
capacities develop earlier than he thought. In one study
of number conservation, two sets of toys were lined up in
one-to-one correspondence (as in Figure 3.8). The
experimenter then said, ‘These are your soldiers and
these are my soldiers. What’s more, my soldiers, your
soldiers, or are they both the same?’ After the child
answered this question correctly, the experimenter
spread out one of the rows of toys and repeated the
question. As Piaget and others had previously reported,
5-year-old children failed to conserve, stating that the

Figure 3.9 Testing Object Permanence. (Adapted from Baillargeon, R., ‘Object Performance in 3% and 4%-Month-Old Infants’, from
Developmental Psychology, 23:655-664. Copyright © 1987. Reprinted by permission of the Academic Press.
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spread-out row contained more soldiers. But then the
investigator introduced a second set of conditions.
Instead of describing the toys as individual soldiers, she
said, ‘This is my army and this is your army. What’s
more, my army, your army, or are they both the same?’
With this simple change of wording, most of the children
were able to conserve, judging the two ‘armies’ to be the
same size, even when one of them was spread out. When
children are prompted to interpret the display as an
aggregate or collection rather than as a set of individual
items, their judgments of equality are less likely to be
influenced by irrelevant perceptual transformations
(Markman, 1979).

Other research has identified more factors that can
influence the development of concrete operational
thought. For example, the experience of going to school
seems to promote mastery of Piagetian tasks (Artman &
Cahan, 1993). This and other evidence suggest that
concrete operational reasoning may not be a universal
stage of development that emerges during middle child-
hood but, instead, a product of the cultural setting,
schooling, and the specific wording of questions and
instructions.

Alternatives to Piaget’s theory

Developmental psychologists generally agree that these
kinds of findings show that Piaget underestimated
children’s abilities, and his theory has been challenged on
many grounds. However, there is no consensus on the best
alternative to pursue. Some psychologists favor informa-
tion-processing approaches, and others have pursued
knowledge-acquisition and sociocultural approaches.

We have already noted that many of the experiments
challenging Piaget’s views were inspired by investigators
who view cognitive development as the acquisition of
several separate — specific
skills at gathering and analyzing information from the
environment. Accordingly, they think that the standard
Piagetian tasks fail to separate these skills from the skill
that the task is supposed to assess. But they disagree
among themselves about exactly how their views chal-
lenge Piaget’s theory. For example, they disagree on the
important question of whether development is best
understood as a series of qualitatively distinct stages or as
a continuous process of change. Some think that the
entire notion of stages should be abandoned (Klahr,
1982). In their view, the separate skills develop smoothly
and continuously rather than in a series of discrete
stages. But other information-processing theorists think
that gradual changes in information-processing skills do
in fact lead to discontinuous, stagelike changes in
children’s thinking (Case & Okamoto, 1996). These
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theorists are sometimes referred to as neo-Piagetians.
Other neo-Piagetians agree that there are genuine stages
but only within more narrow domains of knowledge.
For example, a child’s language skills, mathematical
understanding, social reasoning, and so forth may all
develop in a stagelike fashion, but each domain proceeds
at its own pace relatively independently of the others
(Mandler, 1983).

Some developmental psychologists think that after
infancy, children and adults have essentially the same
cognitive processes and capacities and that the primary
difference between them is the adult’s more extensive
knowledge base. By they mean not just a larger
collection of facts but a deeper understanding of how
facts in a particular domain are organized. An example of
a knowledge-acquisition approach is Siegler’s (1996)
overlapping waves theory of cognitive development,
which suggests that children have access to multiple ways
of solving problems at any one time but with age and
experience, some strategies become more frequent while
others become less frequent.

The distinction between facts and the organization of
facts is shown in a study that compared a group of
10-year-old chess experts competing in a tournament
with a group of college students who were chess ama-
teurs. When asked to memorize and recall lists of random
numbers, the college students easily outperformed the
10-year-olds. But when tested on their ability to recall
actual positions of the chess pieces on the board, the

Studlies of young chess experts suggest their greater store of
knowledge about chess allows them to process information
about appropriate moves more efficiently, giving them the
upper hand in competitions with older but less expert chess
players.

© MONIKA GRAFF/THE IMAGE WORKS
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10-year-old chess experts did better than the 18-year-old
chess amateurs (Chi, 1978). The relevant difference
between the two groups is not different stages of cognitive
development or different information-processing abilities,
but domain-specific knowledge. Because the 10-year-olds
had a deeper grasp of the underlying structure of chess,
they could organize and reconstruct the arrangements
from memory by ‘chunking’ the separate pieces of infor-
mation into larger meaningful units (for example, a king-
side attack by white) and eliminating from consideration
implausible placements of the pieces. (We discuss experts
versus amateur problem solvers in Chapter 9.)
Increasing knowledge of the world, rather than a
qualitative shift in cognitive development, may also
account for children’s increasing ability to solve Piaget’s
conservation tasks as they grow older. For example, a
child who does not know that mass or number is the
critical feature that defines ‘more clay’ or ‘more checkers’
is likely to judge that the quantity has changed when only
its visual appearance has changed. An older child may
simply have learned the essential defining feature of

CHRISTOPHE TESTI/DREAMSTIME.COM
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‘more’. If this hypothesis is correct, children who fail to
show conservation in one domain may show conservation
in another, depending on their understanding of the
domain. For example, in a study kindergarten children
were told about a series of ‘operations’ that doctors or
scientists had performed. Some operations altered an
animal so that it looked like a different animal; other
operations altered an animal so that it looked like a plant
(see Figure 3.10). Children were told that

the doctors took a horse [shows child picture of horse]
and did an operation that put black and white stripes all
over its body. They cut off its mane and braided its tail.
They trained it to stop neighing like a horse, and they
trained it to eat wild grass instead of oats and hay. They
also trained it to live in the wilds in Africa instead of in
a stable. When they were all done, the animal looked
just like this [shows picture of zebra]. When they were
finished, was this animal a horse or a zebra?

(Keil, 1989, p. 307)

Figure 3.10 Early Testing of Conservation. Children are told that doctors or scientists operated on an animal until it looked like a
different animal (horse to zebra) or until it looked like a plant (hedgehog to cactus). Children who say that the animal is ‘really’ the new
animal or plant are failing to show conservation; children who say that the animal is stil ‘really’ the original animal are showing

conservation.
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When asked about operations that transformed one
kind of animal into another, a majority of the children
failed to conserve. About 65 percent agreed that the horse
had been genuinely changed into a zebra. But when faced
with the transformation of an animal into a plant, only
about 25 percent agreed that a porcupine had been gen-
uinely changed into a cactus (Keil, 1989). Studies like
these demonstrate that in some domains preoperational
children can ignore dramatic changes in visual appear-
ance because they have learned that an invisible but
essential defining feature of the object has remained
unchanged.

Although Piaget emphasized the child’s interactions with
the environment, the environment he had in mind was
the immediate physical environment. The social and
cultural context plays virtually no role in Piaget’s theory.
Yet much of what children must learn is the particular
ways their culture views reality, what roles different
people — and different sexes — are expected to play, and
what rules and norms govern social relationships in their
particular culture. In these areas there are no universally
valid facts or correct views of reality. According to those
who take a to development, the
child should be seen not as a physical scientist seeking
‘true’ knowledge but as a newcomer to a culture who
seeks to become a native by learning how to look at
social reality through the lens of that culture (Rogoff,
2000).

Culture can influence children’s development in several
ways (Keil, in press):

By providing the opportunity for specific activities:
Children learn by observation, experience, or at

least hearing about an activity. For example, because
water is scarce in the desert, children of the Kung of
the Kalahari Desert are unlikely to learn about
conservation by pouring water from one glass to
another, but children growing up in Seattle or Paris
are unlikely to learn how to find water-bearing roots in
the desert.

By determining the frequency of certain activities:
For example, traditional dancing is important in
Balinese culture, so children growing up in Bali
become skilled dancers, but Norwegian children
become expert skiers or skaters.

By how they relate different activities: For example, in
cultures in which making pottery is important, children
associate molding clay with interaction with their
parents and perhaps with selling pots in the market.
In cultures where making pottery is not important,
children may view molding clay only as a nursery
school pastime.

For more Cengage Learning textbooks, visit www.cengagebrain.co.uk

By controlling the child’s role in the activity: In many
cultures, meat is obtained in a supermarket, and
children (and their parents) play no role in trapping,
killing, and preparing the animal from which the meat
comes. In other cultures, children learn from a young
age how to hunt, kill, and prepare animals for family
meals.

The origins of this view of cognitive development can
be seen in the work of the Russian scholar Lev Vygotsky
(1934/1986). Vygotsky believed that we develop under-
standing and expertise primarily through what might
be described as apprenticeship — we are guided by more
knowledgeable individuals, who help us understand more
and more about our world and develop new skills.
He also distinguished between two levels of cognitive
development: the child’s actual level of development, as
expressed in problem-solving ability, and the child’s level
of potential development, which is determined by the kind
of problem solving the child can do when guided by an
adult or a more knowledgeable peer. According to
Vygotsky, we need to know both the actual and potential
levels of development in a particular child to fully
understand that child’s level of cognitive development
and provide appropriate instruction.

Because language is the primary means by which
humans exchange social meanings, Vygotsky viewed
language development as central to cognitive develop-
ment. In fact, he regarded language acquisition as the
most important aspect of children’s development (Blanck,
1990). Language plays an important role in developing
new skills and knowledge. As adults and peers help
children master new tasks, the communication between
them becomes part of the children’s thinking. The chil-
dren then use their language ability to guide their own
actions as they practice the new skill. What Piaget
referred to as egocentric speech Vygotsky considered an
essential component of cognitive development: Children
speak to themselves to give themselves guidance and
direction. This kind of self-instruction is termed private
speech. You can observe this process in a child who gives
herself instructions about how to perform a task, such as
tying her shoes, that she previously heard from an adult
(Berk, 1997).

Theory of mind

As adults, we behave and think in ways that reflect our
understanding that other people have minds - they think,
they have expectations and beliefs, they have their own
assumptions, and so on. Much of our behavior toward
other people is based on our understanding of what they
are thinking. For example, we have a date to meet a friend
for coffee at 2 p.m. but realize that the meeting we are in
is not going to be finished until 2:30 p.m. Knowing the
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Theory of mind studlies suggest that very young children tend to
think that everyone else has the same perspective on the world —
including what is in a closed box — as they do.

friend expects us to be at the coffee house at 2 p.m., we
take a break from the meeting to call our friend and tell
her we are going to be late. We also occasionally reflect
on our own thinking process by, for example, evaluating
what we think about a situation or wondering how we
could have been mistaken in a belief. This thinking about
thinking is referred to as .

In recent years, psychologists have become interested

in how metacognition, or more generally an individual’s

, develops. These researchers have studied
children’s knowledge about basic mental states, such as
desires, percepts, beliefs, knowledge, thoughts, intentions,
and feelings. The following study is typical in research on
theory of mind and illustrates the basic developmental
finding (Flavell, 1999).

An experimenter shows a 5-year-old child a candy box
with pictures of candy on it and asks her what she thinks
is in it. ‘Candy’, she replies. Then the child gets to look
inside and discovers to her surprise that it actually
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contains crayons, not candy. The experimenter then asks
her what another child who had not yet seen inside the
box would think it contained. ‘Candy’, the child answers,
amused at the deception. The experimenter then tries the
same procedure with a 3-year-old. The response to the
initial question is the expected ‘Candy’, but the response
to the second is surprising — an unamused ‘Crayons’. Even
more surprising is that in response to further questioning,
the 3-year-old claims that she had initially thought that
there were crayons in the box and had even said that there
were.

The basic interpretation of this finding is that pre-
schoolers do not yet fully comprehend that other people
have minds and thoughts different from their own, and
therefore do not understand that people can have beliefs
different from their own or different from reality.

How does this understanding develop? Bartsch and
Wellman (1995) argue that the developmental sequence
has three steps. First, about age 2, children have an ele-
mentary conception of simple desires, emotions, and
perceptual experiences. They understand that people can
have wants and fears, and can see and feel things, but they
do not understand that people mentally represent both
objects and their own desires and beliefs. Second, at about
age 3, children begin to talk about beliefs and thoughts as
well as desires, and they seem to understand that beliefs
can be false as well as true and can differ from one person
to another. Yet, they still continue to explain their own
actions and others’ actions by appealing to desires rather
than beliefs. Finally, at about age 4, children begin to
understand that people’s thoughts and beliefs affect their
behaviors and that people can have beliefs that simply do
not reflect reality.

The building blocks for this understanding of others’
minds are in place even earlier than 2 years of age,
however (Tomasello, Carpenter, & Liszkowski, 2007). A
good example is a 1-year-old’s use of pointing to direct
the attention of an adult. Such behavior suggests that
the infant knows the adult’s mind is different from her
own and that by pointing, she can direct the adult’s
attention to an interesting object. Evidence that pointing
is used intentionally to direct the mind (attention) of an
adult comes from experiments in which adults ignored an
infant’s pointing at an object like a puppet - such
behavior on the part of the adult results in annoyance by
the infant and repeated attempts to direct the adult’s
attention (Liszkowski et al., 2004).

One of the most interesting applications of research on
theory of mind is the study of , a serious disorder in
which children can seem unresponsive to others and tend
to have significant problems in communicating with
others (see Chapter 15 for a more extensive discussion of
autism). Simon Baron-Cohen (Baron-Cohen & Wheel-
wright, 2004) has suggested that children with autism
lack a fundamental theory of mind, which robs them of



86 ‘ PSYCHOLOGICAL DEVELOPMENT

the ability to understand others’ feelings, desires, and
beliefs. As a result, people can seem like any other object
to an autistic child. This contributes to the autistic child’s
apparent lack of interest in others and retreat into an
inner world. Author Temple Grandin, who has autism
but has still achieved much in her life, describes it this
way:

Social interactions that come naturally to most people
can be daunting for people with autism. As a child, I
was like an animal that had no instincts to guide me;
I just had to learn by trial and error. I was always
observing, trying to work out the best way to behave,
but I never fit in. I had to think about every social
interaction. When other students swooned over the
Beatles, I called their reaction an ISP - interesting
sociological phenomenon. I was a scientist trying to
figure out the ways of the natives. I wanted to
participate, but did not know how....

All my life I have been an observer, and I have
always felt like someone who watches from the out-
side. I could not participate in the social interactions
of high school life.... My peers spent hours standing
around talking about jewelry or some other topic
with no real substance. What did they get out of this?
I just did not fit in. I never fit in with the crowd, but
I had a few friends who were interested in the same
things, such as skiing and riding horses. Friendship
always revolved around what I did rather than who
I was.

(Grandin, 1995, p. 132).

The development of moral judgment

In addition to studying the development of children’s
thought, Piaget was interested in how children develop
, children’s understanding of moral rules
and social conventions. He believed that children’s overall
level of cognitive development determined their moral
judgment. On the basis of observations he made of chil-
dren of different ages playing games with rules, such as
marbles, he proposed that children’s understanding of
rules develops in a series of four stages (Piaget, 1932/
1965). The first stage emerges at the beginning of the
preoperational period. Children at this stage engage in
‘parallel play’, in which each child follows a private set of
idiosyncratic rules. For example, a child might sort mar-
bles of different colors into groups or roll all the big ones
across the room, followed by all the small ones. These
‘rules’ give the child’s play some regularity, but they are
frequently changed and serve no collective purpose such
as cooperation or competition.
Beginning about age 5, the child develops a sense of
obligation to follow rules, treating them as absolute
moral imperatives handed down by some authority such
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as God or the child’s parents. Rules are permanent,
sacred, and not subject to modification. Obeying them to
the letter is more important than any human reason for
changing them. For example, children at this stage reject
the suggestion that the position of the starting line in the
marble game might be changed to accommodate younger
children who might want to play.

At this stage, children judge an act more by its con-
sequences than by the intentions behind it. Piaget told
children several pairs of stories. In one pair, a boy broke a
teacup while trying to steal some jam when his mother
was not home; another boy, who was doing nothing
wrong, accidentally broke a whole trayful of teacups.
“Which boy is naughtier?’ Piaget asked. Preoperational
children tended to judge as naughtier the person in the
stories who did the most damage, regardless of the
intentions or motivation behind the act.

In Piaget’s third stage of moral development, the child
begins to appreciate that some rules are social con-
ventions — cooperative agreements that can be arbitrarily
changed if everyone agrees. Children’s moral realism also
declines: When making moral judgments, children in this
stage give weight to subjective considerations such as a
person’s intentions, and they see punishment as a human
choice rather than as inevitable, divine retribution.

The beginning of the formal operational stage coincides
with the fourth and final stage in children’s understanding
of moral rules. Youngsters show an interest in generating
rules to deal even with situations they have never
encountered. This stage is marked by an ideological mode
of moral reasoning, which addresses wider social issues
rather than just personal and interpersonal situations.

The American psychologist Lawrence Kohlberg
extended Piaget’s work on moral reasoning to adoles-
cence and adulthood (Kohlberg, 1969, 1976). He looked
for universal stages in the development of moral judg-
ments by presenting research participants with moral
dilemmas in the form of stories. In one story, a man
whose dying wife needs a drug he cannot afford pleads
with a pharmacist to let him buy the drug at a cheaper
price. When the pharmacist refuses, the man decides to
steal the drug. Participants are asked to discuss the man’s
action.

By analyzing answers to several such dilemmas,
Kohlberg arrived at six developmental stages of moral
judgment, which he grouped into three levels:

, , and (see
Concept Review Table). The answers are scored on the
basis of the reasons given for the decision, not on the basis
of whether the action is judged to be right or wrong. For
example, agreeing that the man should have stolen the
drug because ‘If you let your wife die, you’ll get in trou-
ble’ or disagreeing because ‘If you steal the drug, you’ll be
caught and sent to jail’ are both scored at Level I, or
preconventional. In both instances, the man’s actions are
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Stages of moral reasoning

Kohlberg believed that moral judgment develops with age according to these stages. (Kohlberg, L. (1969), ‘Stages of Moral
Reasoning’, from ‘Stage and Sequence: The Cognitive Development Approach to Socialization’, in Handbook of Socialization
Theory and Research, D. A. Goslin (ed.). Reprinted by permission of Rand McNally.)

Level | Preconventional morality

Stage 1 Punishment orientation (Obeys rules to avoid punishment)

Stage 2 Reward orientation (Conforms to obtain rewards, to have favors returned)

Level Il Conventional morality

Stage 3 Good-boy/good-girl orientation (Conforms to avoid disapproval of others)

Stage 4 Authority orientation (Upholds laws and social rules to avoid censure of authorities and feelings of guilt about not ‘doing
one’s duty’)

Level Il Postconventional morality

Stage 5 Social-contract orientation (Actions guided by principles commonly agreed on as essential to the public welfare; principles

upheld to retain respect of peers and, thus, self-respect)

Stage 6 Ethical principle orientation (Actions guided by self-chosen ethical principles, which usually value justice, dignity, and equality;
principles upheld to avoid self-condemnation)

evaluated as right or wrong on the basis of anticipated Kohlberg presented evidence for this sequence of stages

punishment.

Kohlberg believed that all children are at Level I until
about age 10, when they begin to evaluate actions in
terms of other people’s opinions, which characterizes the
conventional level. Most youngsters can reason at this
level by age 13. Following Piaget, Kohlberg argued that
only individuals who have achieved formal operational
thought are capable of the abstract thinking that is nec-
essary for Level III, postconventional morality, in which
actions are evaluated in terms of higher-order ethical
principles. The highest stage, Stage 6, requires the ability
to formulate abstract ethical principles and uphold them

in order to avoid self-condemnation.

Kohlberg reported that fewer than 10 percent of his
adult participants showed the kind of ‘clear-principled’
Stage 6 thinking that is exemplified by the following
response of a 16-year-old to the story described earlier:
‘By the law of society [the man] was wrong. But by the
law of nature or of God the druggist was wrong and the
husband was justified. Human life is above financial gain.
Regardless of who was dying, if it was a total stranger,
man has a duty to save him from dying’ (Kohlberg, 1969,
p. 244). Before he died, Kohlberg eliminated Stage 6 from
his theory; Level III is now sometimes simply referred to

as high-stage principled reasoning.
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in children from several cultures, including the United
States, Mexico, Taiwan, and Turkey (Colby, Kohlberg,
Gibbs, & Lieberman, 1983; Nisan & Kohlberg, 1982).
On the other hand, there is evidence that people use dif-
ferent rules for different situations and that the stages are
not sequential (Kurtines & Greif, 1974). The theory has
also been criticized as ‘male centered’ because it places a
‘masculine’ style of abstract reasoning based on justice
and rights higher on the moral scale than a ‘feminine’
style of reasoning based on caring and concern for the
integrity and continuation of relationships (Gilligan,
1982).

Piaget’s assertion that young children cannot distin-
guish between social conventions (rules) and moral pre-
scriptions has also been challenged. In one study, 7-year-
old children were given a list of actions and asked to
indicate which ones would be wrong even if there were no
rules against them. There was widespread agreement
among these children that lying, stealing, hitting, and
selfishness would be wrong even if there were no rules
against them. In contrast, they thought that there was
nothing wrong with chewing gum in class, addressing a
teacher by his or her first name, boys entering the girls’
bathroom, or eating lunch with one’s fingers — as long as
there were no rules against these acts (Nucci, 1981).
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INTERIM SUMMARY

® Piaget’s theory describes stages in cognitive

development. They proceed from the sensorimotor
stage (in which an important discovery is object
permanence), through the preoperational stage
(when symbols begin to be used) and the concrete
operational stage (when conservation concepts
develop), to the formal operational stage (when
hypotheses are tested systematically in problem
solving).

® New methods of testing reveal that Piaget’s
theory underestimates children’s abilities, and
several alternative approaches have been
proposed.

® |nformation-processing approaches view cognitive
development as reflecting the gradual development of
processes such as attention and memory.

® Other theorists emphasize increases in domain-specific
knowledge.

@ Still others, including Vygotsky, focus on the influence of
the social and cultural context.

® Much of the newest research in children’s cognitive
development focuses on children’s theory of mind, or
understanding that other people have beliefs and
expectations that can be different from their own and
different from reality.

® Piaget believed that children’s understanding of moral
rules and judgments develops along with their cognitive
abilities. Kohlberg extended Piaget’s work to include
adolescence and adulthood. He proposed three levels
of moral judgment: preconventional, conventional, and
postconventional.

CRITICAL THINKING QUESTIONS

1 What does Piaget’s theory suggest about the
likely success of academic programs for elementary
school children that attempt to ‘accelerate’ children’s
cognitive development? What do newer theories
of cognitive development suggest about these
programs?

2 What level of moral reasoning seems to be implied by
campaigns designed to discourage young people from
using drugs or being sexually active? Can you think
of campaign themes that would appeal to a higher stage
of moral reasoning?
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PERSONALITY AND SOCIAL
DEVELOPMENT

Soon after Christine brought baby Mike home from the
hospital, she noticed that he seemed different from her
first child, Maggie, at the same age. Maggie had been an
easy baby to deal with — Christine’s mother and sisters
had been amazed at how quickly she fell into a regular
sleeping and eating schedule, and how easily she adapted
to changes. It seemed she could fall asleep anywhere, and
she didn’t seem to mind being passed around from rela-
tive to relative at the family’s large, noisy holiday gath-
erings. Mike wasn’t really difficult to deal with, but it
took a bit more time and patience to get him on a regular
schedule. Every new experience, from his first bath to his
first taste of strained peas, met with mild but clear protest
from Mike. But Christine soon discovered that if she
soothed him, kept trying, and gave him a little time, he
eventually adjusted to each new thing (adapted from
DeHart et al., 2000, p. 213).

Like Christine, parents are often surprised that their
second child has a very different personality from their
first. As early as the first weeks of life, infants show
individual differences in activity level, responsiveness to
changes in their environment, and irritability. One infant
cries a lot; another cries very little. One endures diapering
or bathing without much fuss; another kicks and
thrashes. One is responsive to every sound; another is
oblivious to all but the loudest noises. Infants even differ
in ‘cuddliness’: Some seem to enjoy being cuddled and
mold themselves to the person holding them; others
stiffen and squirm (Rothbart & Bates, 1998). The term

is used to refer to such mood-related per-
sonality characteristics.

Temperament

The observation that temperamental differences arise
early in life challenges the traditional view that all of an
infant’s behaviors are shaped by its environment. Parents
of a fussy baby, for example, tend to blame themselves for
their infant’s difficulties. But research with newborns has
shown that many temperamental differences are inborn
and that the relationship between parent and infant is
reciprocal — in other words, the infant’s behavior also
shapes the parent’s response. An infant who is easily
soothed, who snuggles and stops crying when picked up,
increases the parent’s feelings of competence and attach-
ment. An infant who stiffens and continues to cry, despite
efforts to comfort it, makes the parent feel inadequate and
rejected. The more responsive a baby is to the stimulation
provided by the parent (snuggling and quieting when
held, attending alertly when talked to or played with), the
easier it is for parent and child to establish a loving bond.
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Children differ in their temperaments.

A pioneering study of temperament began in the 1950s
with a group of 140 middle- and upper-class American
infants. The initial data were gathered through interviews
with parents and were later supplemented by interviews
with teachers and by scores on tests administered to the
children. The infants were scored on nine traits, which were
later combined to define three broad temperament types.
Infants who were playful, were regular in their sleeping and
eating patterns, and adapted readily to new situations were
classified as having an (about 40% of the
sample). Infants who were irritable, had irregular sleeping
and eating patterns, and responded intensely and negatively
to new situations were classified as having a

(about 10% of the sample). Infants who were
relatively inactive, tended to withdraw from new situations
in a mild way, and required more time than easy infants to
adapt to new situations were classified as having a

(about 15% of the sample). The
remaining 35 percent of the infants were not rated high or
low on any of the defining dimensions (Thomas, Chess,
Birch, Hertzig, & Korn, 1963).

Of the original sample, 133 individuals were followed
into adult life and again assessed on temperament and
psychological adjustment. The results provide mixed
evidence for the continuity of temperament. On the one
hand, temperament scores across the first five years of
these children’s lives showed significant correlations:
Children with ‘difficult’ temperaments were more likely
than ‘easy’ children to have school problems later on.
Adult measures of both temperament and adjustment
were also significantly correlated with measures of
childhood temperament obtained at ages 3, 4, and 5. On
the other hand, all the correlations were low (about .3),
and when considered separately, most of the nine traits
measured showed little or no continuity across time
(Chess & Thomas, 1984; Thomas & Chess, 1986, 1977).

This early research on the stability of temperament
was criticized on several methodological grounds. It
relied heavily on parents’ reports of their infants’ tem-
peraments, and there is reason to believe that parents
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can be biased in their judgments, either rating their baby
more positively or negatively than observers rate the
baby. Later research, using both parents’ reports and
direct observation of children’s behavior, suggests that
the stability of temperamental characteristics shown in
the early infant years is low. That is, a child’s tempera-
ment at two months of age doesn’t resemble very closely
that child’s temperament at age 5 years. But assessments
of temperament made once a child is at least in the
toddler years do predict the child’s emotional and
behavioral characteristics later in life (Rothbart & Bates,
1998). In one study, 79 children were categorized at
21 months as either extremely inhibited or uninhibited.
At age 13, those who had been categorized as inhibited
at 21 months of age scored significantly lower on a test
of externalizing, delinquent behavior and aggressive
behavior (Schwartz, Snidman, & Kagan, 1996). Other
research has found that the tendency to approach or
avoid unfamiliar events, which is an aspect of tempera-
ment, remains moderately stable over time (Kagan &
Snidman, 1991). There is evidence that temperament is
at least somewhat influenced by heredity. Several studies
show more similarity in temperament between identical
twins than between fraternal twins (Rothbart & Bates,
1998). This greater similarity between identical twins
than fraternal twins suggests that genes play a role in
temperament, because identical twins share the same
genetic makeup, but fraternal twins are no more alike
genetically than any other two siblings.

Researchers emphasize that continuity or discontinuity
of temperament is a function of the interaction between
the child’s genotype (inherited characteristics) and the
environment. In particular, they believe that the key to
healthy development is a good fit between the child’s
temperament and the home environment. When parents
of a difficult child provide a happy, stable home life, the
child’s negative, difficult behaviors decline with age
(Belsky, Fish, & Isabella, 1991). Thomas and Chess cite
the case of Carl, who displayed a very difficult tempera-
ment from the first few months of life through age 5.
Because Carl’s father took delight in his son’s ‘lusty’
temperament and allowed for his initial negative reactions
to new situations, Carl flourished and became increas-
ingly ‘easy’. At age 23 he was clearly classified into the
‘easy’ temperament group. Nevertheless, Carl’s original
temperament often emerged briefly when his life circum-
stances changed. For example, when he started piano
lessons in late childhood, he showed an intense negative
response, followed by slow adaptability and eventual
positive, zestful involvement. A similar pattern emerged
when he entered college (Thomas & Chess, 1986).

Strong evidence for an interaction between genes and
environment in producing a child’s temperament comes
from a study of twins raised apart since early in life
(Plomin, 1994). Identical twins raised apart showed some
similarity in their tendencies to be inhibited and to show
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The infant’s ability to smile may contribute to a mutually re-
inforcing system of social interaction with its primary caregivers.

negative emotions, which could be considered aspects of
temperament. Yet, the similarity of these twins raised
apart was significantly less than the similarity of identical
twins raised together, suggesting that environment does
play a role.

Early social behavior

Within minutes of birth, babies can imitate gross facial
expressions of adults, suggesting they enter the world
ready for social interaction (Meltzoff & Decety, 2003). By
two months of age, the average child smiles at the sight of
its mother’s or father’s face. Delighted with this response,
parents go to great lengths to encourage it. Indeed, the
infant’s ability to smile at such an early age may have
evolved precisely because it strengthened the parent—child
bond. Parents interpret these smiles to mean that the
infant recognizes and loves them, and this encourages
them to be even more affectionate and stimulating in
response. A mutually reinforcing system of social inter-
action is thus established and maintained.
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Infants all over the world begin to smile at about the
same age, suggesting that maturation plays an important
role in determining the onset of smiling. Blind babies
also smile at about the same age as sighted infants,
indicating that smiling is an innate response (Eibl-
Eibesfeldt, 1970).

By their third or fourth month, infants show that they
recognize and prefer familiar members of the household
by smiling or cooing more when seeing these familiar
faces or hearing their voices, but they are still fairly
receptive to strangers. At about seven or eight months,
however, many infants begin to show wariness or dis-
tress at the approach of a stranger and protest strongly
when left in an unfamiliar setting or with an unfamiliar
person. Parents are often disconcerted when their for-
merly gregarious infant, who had always happily wel-
comed the attentions of a babysitter, now cries
inconsolably when they prepare to leave — and continues
to cry for some time after they have left. Although not all
infants show this stranger anxiety, the number of infants
who do increases dramatically from about eight months
of age until the end of the first year. Similarly, distress
over separation from the parent reaches a peak between
14 and 18 months and then gradually declines. By the
time they are 3 years old, most children are secure
enough in their parents’ absence to interact comfortably
with other children and adults.

The waxing and waning of these two fears appears to
be only slightly influenced by conditions of child rearing.
The same general pattern has been observed among
American children reared entirely at home and among
those attending a day care center. Figure 3.11 shows that
although the percentage of children who cry when their
mother leaves the room varies in different cultures, the
age-related pattern of onset and decline is very similar
(Kagan, Kearsley, & Zelazo, 1978).

How do we explain the systematic timing of these
fears? Two factors seem to be important in both their
onset and their decline. One is the growth of memory
capacity. During the second half of the first year, infants
become better able to remember past events and to
compare past and present. This makes it possible for the
baby to detect, and sometimes fear, unusual or unpre-
dictable events. The emergence of stranger anxiety coin-
cides with the emergence of fear of a variety of stimuli
that are unusual or unexpected. A weird-looking mask or
a jack-in-the-box that brings smiles to a four-month-old
often causes an eight-month-old to look apprehensive and
distressed. As children learn that strangers and unusual
objects are not generally harmful, such fears gradually
diminish.

Memory development is probably also involved in
separation anxiety, the child’s distress when a caretaker is
not nearby. The infant cannot ‘miss’ the parent unless he
or she can recall that parent’s presence a minute earlier
and compare it with the parent’s absence now. When the
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Figure 3.11 Children’s Stress at Mother’s Departure. Even
though the percentages of children who cry when their mothers
leave the room varies from one culture to another, the age-
related pattern of onset and decline of such distress is similar
across cultures. (Reprinted by permission of the publisher from Infancy:
Its pae in Human Development by Jerome Kagan, R. B. Kearsley and
P. R. Zelazo, p. 107, Cambridge, Mass.: Harvard University Press,
Copyright © 1978 by the President and Fellows of Harvard College.)

parent leaves the room, the infant is aware that something
is amiss, and this can lead to distress. As the child’s
memory of past instances of separation improves, the
child becomes better able to anticipate the return of the
absent parent, and anxiety declines.

The second factor is the growth of autonomy, the child’s
independence from caretakers. One-year-olds are still
highly dependent on the care of adults, but children 2 or
3 years old can head for the snack plate or toy shelf on
their own. They can also use language to communicate
their wants and feelings. Dependence on caregivers in
general and on familiar caregivers in particular decreases,
and the parent’s presence becomes less critical for the child.

Attachment

The term is used to describe an infant’s ten-
dency to seek closeness to particular people and to feel
more secure in their presence. Psychologists at first the-
orized that attachment to the mother developed because
she was the source of food, one of the infant’s most basic
needs. But some facts did not fit. For example, ducklings
and baby chicks feed themselves from birth, yet they still
follow their mothers about and spend a great deal of time
with them. The comfort they derive from the mother’s
presence cannot come from her role in feeding. A well-
known series of experiments with monkeys also showed
that there is more to mother—infant attachment than
nutritional needs (Harlow & Harlow, 1969).
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Infant monkeys were separated from their mothers
shortly after birth and placed with two artificial ‘mothers’
constructed of wire mesh with wooden heads. The torso of
one mother was bare wire; the other was covered with foam
rubber and terry cloth, making it cuddly and easy to cling to
(see Figure 3.12). Either mother could be equipped to pro-
vide milk by means of a bottle attached to its chest.

The experiment sought to determine whether the young
monkey would cling to the mother that was always the
source of food. The results were clear-cut: No matter which
mother provided food, the infant monkey spent its time
clinging to the terry-cloth mother. This purely passive but
soft-contact mother was a source of security. For example,
the obvious fear of the infant monkey placed in a strange
environment was allayed if the infant could make contact
with the cloth mother. While holding on to the cloth mother
with one hand or foot, the monkey was willing to explore
objects that were otherwise too terrifying to approach.

Although contact with a cuddly, artificial mother
provides an important aspect of ‘mothering’, it is not

!

Figure 3.12 A Monkey’s Response to an Artificial Mother.
Although it is fed via a wire mother, the infant spends more time
with the terry-cloth mother. The terry-cloth mother provides a
safe base from which to explore strange objects.
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enough for satisfactory development. Infant monkeys
raised with artificial mothers and isolated from other
monkeys during the first six months of life showed
bizarre behavior in adulthood. They rarely engaged in
normal interaction with other monkeys later on (either
cowering in fear or showing abnormally aggressive
behavior), and their sexual responses were inappropri-
ate. When female monkeys that had been deprived of
early social contact were successfully mated (after con-
siderable effort), they made poor mothers, tending to
neglect or abuse their first-born infants — although they
became better mothers with their later children. Note,
however, that these monkeys were deprived of all social
contact. Monkeys with artificial mothers do fine as
adults if they are allowed to interact with their peers
during the first six months.

Although generalizing from research on monkeys to
human development requires care, there is evidence that
the human infant’s attachment to the primary caregiver
serves the same functions. Most of the work on attachment
in human infants originated with the psychoanalyst John
Bowlby in the 1950s and 1960s. Bowlby became interested
in attachment while watching the behaviors of infants and
young children who were in residential nurseries and
hospital wards and therefore separated from their mothers.
His research convinced him that a child’s failure to form a
secure attachment to one or more persons in the early years
is related to an inability to develop close personal rela-
tionships in adulthood (Bowlby, 1973).

Mary Ainsworth, one of Bowlby’s associates, made
extensive observations of children and their mothers in
Uganda and the United States and then developed a lab-
oratory procedure for assessing the security of a child’s
attachments from about 12 to 18 months of age (Ains-
worth, Blehar, Waters, & Wall, 1978). This procedure,
called the , is a series of episodes in which a
child is observed as the primary caregiver leaves and
returns to the room (see Table 3.1). Throughout this
sequence, the baby is observed through a one-way mirror
and several observations are recorded: the baby’s activity
level and play involvement, crying and other distress signs,
proximity to and attempts to gain the attention of the
mother, proximity to and willingness to interact with the
stranger, and so on. On the basis of their behaviors, babies
are categorized into one of the following three groups:

. Regardless of whether they are upset
at the mother’s departures (episodes 3 and 5), babies who
are classified as securely attached seek to interact with her
when she returns. Some are content simply to acknowledge
her return from a distance while continuing to play with
the toys. Others seek physical contact with her. Still others
are completely preoccupied with the mother throughout
the entire session, showing intense distress when she leaves.
The majority of babies fall into this category.

. These babies avoid inter-
acting with the mother during the reunion episodes. Some

For more Cengage Learning textbooks, visit www.cengagebrain.co.uk

Episodes in the strange situation procedure

1. A mother and her child enter the room. The mother places
the baby on the floor, surrounded by toys, and goes to sit at
the opposite end of the room.

2. A female stranger enters the room, sits quietly for a minute,
converses with the mother for a minute, and then attempts
to engage the baby in play with a toy.

3. The mother leaves the room unobtrusively. If the baby is not
upset, the stranger returns to sitting quietly. If the baby is
upset, the stranger tries to soothe him or her.

4. The mother returns and engages the baby in play while the
stranger slips out of the room.

5. The mother leaves again, this time leaving the baby alone in
the room.

6. The stranger returns. If the baby is upset, the stranger tries
to comfort him or her.

7. The mother returns and the stranger slips out of the room.

ignore her almost entirely; others display mixed attempts
to interact and avoid interacting. Avoidant babies may
pay little attention to the mother when she is in the room
and often do not seem distressed when she leaves. If they
are distressed, they are as easily comforted by the stranger
as by the mother.

. Babies are classified as
ambivalent if they show resistance to the mother during
the reunion episodes. They simultaneously seek and resist
physical contact. For example, they may cry to be picked
up and then squirm angrily to get down. Some act very
passive, crying for the mother when she returns but not
crawling toward her, and then showing resistance when
she approaches.

Because some babies did not seem to fit any of these
categories, studies have included a fourth category,
(Main & Solomon, 1986). Babies in this
category often show contradictory behaviors. For exam-
ple, they may approach the mother while taking care not
to look at her, approach her and then show dazed
avoidance, or suddenly cry out after having settled down.
Some seem disoriented, appear emotionless, or look
depressed. Babies who are maltreated or whose parents
are being treated for mental disorders are more likely to
fall into this category.

In attempting to account for differences in attachment
among babies, researchers have directed most of their
attention to the behavior of the primary caregiver, usually
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the mother. The main finding is that a caregiver’s

to the baby’s needs produces secure
attachment. Mothers of securely attached babies usually
respond promptly when the baby cries and behave
affectionately when they pick up the baby. They also
tailor their responses to the baby’s needs (Clarke-Stewart,
1973). In feeding, for example, they use an infant’s signals
to determine when to begin and end feeding, and they
attend to the baby’s food preferences. In contrast, moth-
ers of babies who are insecurely attached respond
according to their own needs or moods rather than
according to signals from the baby. For example, they
respond to the baby’s cries for attention when they feel
like cuddling the baby but ignore such cries at other times

(Stayton, 1973).

responsiveness to crying (Bell & Ainsworth, 1972). In
general, the mother’s behavior appears to be the most
important factor in establishing a secure or insecure
attachment (Isabella & Belsky, 1991).

Other research may resolve this debate. Recall that the
attachment classification is based not on the baby’s dis-
tress when the mother leaves but on how the baby reacts
when she returns. It appears that an infant’s temperament
predicts the former but not the latter (Frodi & Thompson,
1985; Vaughn, Lefever, Seifer, & Barglow, 1989). Babies
with easy temperaments typically are not distressed when
the mother leaves. When she returns, they tend to greet
her happily — showing secure attachment — or show the
avoidant type of insecure attachment. Babies with diffi-
cult temperaments typically are distressed when the

Not all developmental psychologists agree that the
caregiver’s responsiveness is the major cause of an infant’s
attachment behaviors. They call attention to the baby’s
own inborn temperament (Campos, Barrett, Lamb,
Goldsmith, & Stenberg, 1983; Kagan, 1984). Perhaps the
temperaments that make some babies ‘easy’ also make
them more securely attached than do the temperaments of
‘difficult’ babies. And, as noted earlier, a parent’s
response to a child is often itself a function of the child’s
own behavior. For example, mothers of difficult babies
tend to spend less time playing with them (Green, Fox, &
Lewis, 1983). Attachment patterns may reflect this
interaction between a baby’s temperament and the
parents’ responsiveness.

In reply, attachment theorists point to evidence that
supports the ‘sensitive responsiveness’ hypothesis. For
example, in the first year of life, an infant’s crying changes
much more than the mother’s responsiveness to the crying
does. Moreover, the mother’s responsiveness over a
3-month period predicts the infant’s crying over the next
three months significantly better than the infant’s crying
predicts the mother’s subsequent responsiveness to crying.
In short, the mother appears to influence the infant’s
crying more than the infant influences the mother’s

.1’_

mother leaves. When she returns, they tend to seek her
out and cling to her — showing secure attachment — or
show the ambivalent type of insecure attachment (Belsky
& Rovine, 1987). Children’s overall reaction to the
departure and return of their primary caregiver is a
function of both the caregiver’s responsiveness to the
child and the child’s temperament.

A baby’s attachment classification remains quite stable
when retested several years later — unless the family
experiences major changes in life circumstances (Main &
Cassidy, 1988; Thompson, Lamb, & Estes, 1982).
Stressful life changes are likely to affect parental respon-
siveness to the baby, which, in turn, affects the baby’s
feelings of security.

Early attachment patterns also appear to be related to
how children cope with new experiences. In one study,
2-year-olds were given a series of problems requiring the
use of tools. Some of the problems were within the
child’s capacity; others were quite difficult. Children
who had been rated as securely attached at 12 months
approached the problems with enthusiasm and persis-
tence. When they encountered difficulties, they seldom
cried or became angry. Rather, they sought help from
adults. Children who had earlier been rated as insecurely
attached behaved quite differently. They easily became
frustrated and angry, seldom asked for help, tended to
ignore or reject directions from adults, and quickly gave
up trying to solve the problems (Matas, Arend, &
Sroufe, 1978).

These and similar studies suggest that children who are
securely attached by the time they enter their second year
are better equipped to cope with new experiences. How-
ever, we cannot be certain that the quality of children’s
early attachments is directly responsible for their later
competence in problem solving. Parents who are
responsive to their children’s needs in infancy probably
continue to provide effective parenting during early
childhood — encouraging autonomy and efforts to cope
with new experiences, yet ready with help when needed.
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Attachment patterns reflect a baby’s temperament and a
parent’s responsiveness.
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The percentages of attachment styles, as measured
by the Strange Situation, varies dramatically across
different cultures. Perecentages do not add to 100
because attachment styles could not be reliably
coded for some infants or were coded as Type D.
(Adapted from Thompson, 1998).

Avoidant Secure Anxious
Sweden 21.57% 74.51% 3.92%
Israel 8.43% 56.63% 33.73%
Great Britain 22.22% 75.00% 2.78%
Japan 0.00% 68.33% 31.67%
Germany 48.9% 32.65% 12.24%
Netherlands 34.15% 5.85% 0.00%
United States 21.70% 66.04% 12.26%

A child’s competence may therefore reflect the current
state of the parent—child relationship rather than the
relationship that existed two years earlier. Moreover,
children’s temperament — which, as we saw earlier, affects
their behavior in the strange situation procedure — might
also influence their competence as preschoolers.

Cultural differences in attachment classifications

Although Ainsworth conducted some research in Uganda,
the majority of her work was in middle-class American
samples. Subsequent research suggested there is wide
variation in the percentages of children classified into the
traditional attachment categories based on their responses
to the strange situation paradigm (see Table 3.2). For
example, the majority of German infants were categorized
as having either an avoidant or anxious attachment style,
and much larger percentages of Japanese and Israeli
infants were categorized as having the anxious attach-
ment style compared to American, Dutch, Swedish or
British infants (Thompson, 1998).

These cultural differences may arise because the
strange situation task is an inappropriate indicator of the
quality of the relationship between mother and child in
many cultures (Keil, in press). For example, Japanese
infants typically are not separated from their mothers
much at all in their early years, thus the forced separation
created by the strange situation may be particularly
frightening to them, leading them to be classified as
‘insecure: anxious’. In contrast, some German children
are encouraged to be independent from their mothers at
an early age; their responses to the strange situation may
have suggested they were ‘insecure: avoidant’ when they
were really demonstrating their familiarity with inde-
pendence. This is not to say that there are not differences
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in interpersonal styles across cultures. Rather, results
from the strange situation must be understood within the
cultural milieu of the child, and not misinterpreted to
conclude that some cultures are better at raising secure
children than others.

Self-concept

If you stealthily put a red smudge on the forehead of an 18-
month-old child without her realizing it, then put her in
front of a mirror, she will reach up and touch the mark on
her head (Gallup, 1998). This rudimentary test, called the
mirror test, indicates that children this young have some
sense that the image in the mirror is themselves, and that it
is different from what they usually look like. Prior to about
18 months, children in the mirror test will either not reach
up and touch the mark on their own head or will try to
touch the mark on the ‘other child’s’ head in the mirror.

Children’s self-concepts grow steadily through devel-
opment, and encompass many different aspects of self’
(Harter, 1998; Neisser, 1988). These may include a sense
of their bodies in space and a sense of the self as contin-
uous in time (I am who I am, yesterday and today’).
Children develop a sense of themselves as social agents
interacting with others and a sense of the self in the
broader social and cultural context, including their roles
in relation to others. Finally, as we discussed somewhat in
the section on ‘theory of mind’, children have a sense of
the self as a private entity that others do not have direct
access to.

Self-esteem

One aspect of the self that has been studied extensively in
children is self-esteem, which we might define as the
value-laden sense of self (Harter, 1998). Children’s self-
esteem generally shows several patterns of change from
preschool into the adolescent years. Preschoolers tend to
have extremely positive views of themselves that are
sometimes comically unrealistic. A 3-year-old may boast

Children’s self-concepts develop as they grow.
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that he is the bravest, fastest, smartest kid around! This
extreme self-optimism may be adaptive for the young
child, giving him confidence to persist even in the face of
frequent failures.

Children in the early school years tend to be positive,
but not as unrealistically positive as preschoolers. They
may compare themselves to others, but more often com-
pare themselves to their younger selves, commenting on
how much taller, stronger, or bigger they now are (Ruble
& Frey, 1991). They may become discouraged if they fail
at tasks (Lewis et al., 1992), but failures usually do not
have a persistent effect on their general sense of self.

In middle childhood (roughly ages 8-12), children
engage in considerably more comparisons of themselves
and their skills to other children, and these social com-
parisons begin to influence the children’s self-esteem
(Frey & Ruble, 1990). For example, a child may notice
that she can’t kick the ball as far as her soccer team-
mates, or run as fast, and conclude that she is not as
good an athlete as others. Children’s self-esteem is often
domain-specific; they will tell you they are not a good
athlete, but they are good at math, for example. But
although children may differentiate between their abili-
ties in different domains, they are beginning to make
trait-attributions for themselves, for example, believing
they will never be good at athletics, but they will con-
tinue to be good at math.

Finally, in adolescence and young adulthood, social
comparison becomes key to self-esteem. Young people
care deeply about how they compare to others, and
what others think of them. These social comparisons
and evaluations can have profound effects on how
positively they think of themselves (although young
people differ greatly in how susceptible they are to these
evaluations). Their sense of self becomes complex, and
they increasingly think of themselves in terms of
enduring traits and dispositions. Moreover, in many
societies, young people must begin making life choices
based on their own, and others’, evaluations of their
talents and capabilities.

Peers are increasingly important to self-concept in adolescence.
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Most children acquire a , a firm sense of
themselves as either male or female. But most cultures
elaborate the biological distinction between male and
female into a sprawling network of beliefs and practices
that permeate virtually every domain of human activity.
Different cultures may define the socially correct behav-
iors, roles, and personality characteristics differently, and
these expectations may change over time within a culture.
But whatever its current definition, each culture still
strives to transform male and female infants into ‘mas-
culine’ and “feminine’ adults.

The term refers to the acquisition of
behaviors and characteristics that a culture considers
appropriate to one’s sex. Note that gender identity and
sex typing are not the same thing. A girl may have a firm
acceptance of herself as female yet not avoid all behaviors
that are labeled masculine.

But are gender identity and sex typing simply the
product of cultural prescriptions and expectations, or are
they partly a product of ‘natural’ development? In this
section we will examine four theories that attempt to
answer this question.

The account of sex typing put
forward by social learning theory emphasizes the rewards
and punishments that children receive for sex-appropriate
and sex-inappropriate behaviors, respectively, and the
ways children learn sex-typed behavior by observing
adults (Bussey & Bandura, 2004). Observational learning
also enables children to imitate same-sex adults and
thereby acquire sex-typed behaviors.

Two broader points about social learning theory are
worth noting. Social learning theory treats sex-typed
behaviors as any other learned behaviors. No special
psychological principles or processes must be proposed
to explain how children become sex typed. Second, if
there is nothing special about sex-typed behaviors, then
sex typing itself is neither inevitable nor unmodifiable.
Children become sex typed because sex happens to be
the basis on which their culture chooses to base reward
and punishment. If a culture becomes less sex typed in its
ideology, children become less sex typed in their
behavior.

Considerable evidence supports the social learning
account of sex typing. Parents do differentially reward
and punish sex-appropriate and sex-inappropriate
behaviors, as well as serve as the child’s first models of
masculine and feminine behavior. From infancy on,
most parents dress boys and girls differently and pro-
vide them with different toys. Observations in the
homes of preschool children have found that parents
reward their daughters for dressing up, dancing, play-
ing with dolls, and simply following them around but
criticize them for manipulating objects, running,
jumping, and climbing. In contrast, parents reward
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Some theorists argue that parents impose sex-roles on their
children by insisting they behave in sex-stereotyped behaviors,
such as girls competing in beauty contests.

their sons for playing with blocks but criticize them for
playing with dolls, asking for help, or even volunteering
to be helpful (Fagot, 1978). Parents demand more
independence of boys and have higher expectations of
them. They also respond less quickly to boys’ requests
for help and focus less on the interpersonal aspects of a
task. And finally, parents punish boys both verbally
and physically more often than they punish girls
(Maccoby & Jacklin, 1974).

In reacting differently to boys and girls, some
researchers suggest, parents may not be imposing their
own stereotypes on them but simply reacting to innate
differences between the behaviors of the two sexes
(Maccoby, 1998). Even as infants, boys demand more
attention than girls do, and research suggests that
human males are innately more physically aggressive
than human females (Maccoby & Jacklin, 1974), which
could be why parents punish boys more often. There
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may be some truth to this, but it is also clear that adults
approach children with stereotyped expectations that
lead them to treat boys and girls differently. For
example, adults viewing newborn infants through the
window of a hospital nursery believe that they can
detect sex differences. Infants thought to be boys are
described as robust, strong, and large featured; identi-
cal-looking infants thought to be girls are described as
delicate, fine featured, and ‘soft’ (Luria & Rubin,
1974).

Fathers appear to be more concerned with sex-typed
behavior than mothers are, particularly with their sons.
They react more negatively than mothers by interfering
with the child’s play or expressing disapproval when
their sons play with ‘feminine’ toys. Fathers are less
concerned when their daughters engage in ‘masculine’
play, but they still show more disapproval than mothers
do (Langlois & Downs, 1980). But if parents and other
adults treat children in sex-stereotyped ways, children
themselves are the real ‘sexists’. Peers enforce sex ste-
reotyping much more severely than parents. Boys, in
particular, criticize other boys when they see them
engaged in ‘girls’’ activities. They are quick to call
another boy a sissy if he plays with dolls, cries when he
is hurt, or shows concern toward another child in dis-
tress. In contrast, girls seem not to object to other girls
who play with ‘boys’’ toys or engage in masculine
activities (Langlois & Downs, 1980).

Although social learning theory plausibly explains
many phenomena of sex typing, there are some obser-
vations that the theory cannot easily explain. First, it
treats the child as a passive recipient of environmental
forces: Society, parents, peers, and the media all ‘do it’ to
the child. This view of the child is inconsistent with the
observation that children themselves construct and
enforce their own exaggerated version of society’s gen-
der rules more insistently than most of the adults in their
world. Second, there is an interesting developmental
pattern to the child’s view of gender rules. For example,
a majority of 4-year-olds and 9-year-olds believe that
there should be no sex-based restrictions on one’s choice
of occupation: Let women be doctors and men be nurses
if they wish. Between these ages, however, children hold
more rigid opinions. Most 6- and 7-year-olds believe
that there should be sex-based restrictions on
occupations.

Do these observations sound familiar? If you think
these children sound like Piaget’s preoperational moral
realists, you are right. That is why Kohlberg (1966)
developed a cognitive-developmental theory of sex typing
based directly on Piaget’s theory of cognitive
development.

0 levelopme rv. Although 2-year-olds can
1dent1fy thelr own sex in a photograph of themselves and
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are usually able to identify the sex of a stereotypically
dressed man or woman in a photograph, they cannot
accurately sort photographs into ‘boys’ and ‘girls’ or
predict another child’s toy preferences on the basis of sex
(Thompson, 1975). At about 2] years, however, a more
conceptual awareness of sex and gender begins to emerge,
and at this point cognitive-developmental theory becomes
relevant. In particular, the theory proposes that gender
identity plays a critical role in sex typing. The sequence is
‘T am a girl [boy]; therefore I want to do girl [boy] things’
(Kohlberg, 1966). In other words, it is the motive to
behave consistently with one’s gender identity — not
to obtain external rewards — that prompts children to
behave in sex-appropriate ways. As a result, they willingly
take on the task of sex typing themselves — and their
peers.

According to cognitive-developmental theory, gender
identity itself develops slowly over the years from 2 to 7,
in accordance with the principles of the preoperational
stage of cognitive development. In particular, preopera-
tional children’s overreliance on visual impressions and
their resulting inability to conserve an object’s identity
when its appearance changes become relevant to their
concept of sex. Thus, 3-year-olds can separate pictures
of boys and girls, but many of them cannot say whether
they themselves will be a mommy or a daddy when they
grow up (Thompson, 1975). The understanding that a
person’s sex remains the same despite changes in age and
appearance is called gender constancy and is analogous
to conservation of quantity with water, clay, and
checkers.

Substantial evidence supports Kohlberg’s general
sequence of sex-role identity development (Szkrybalo &
Ruble, 1999). The notion that sex-role identity
becomes stable only after gender constancy is in place has
not been supported. Children have strong and clear
preferences for activities deemed appropriate for their sex
long before they attain gender constancy (Maccoby,
1998). In addition, Kohlberg’s theory, as well as social
learning theory, fails to address the fundamental question
of why children should organize their self-concepts
around their maleness or femaleness in the first place.
Why should sex have priority over other potential cate-
gories of self-definition? It is this question that the next
theory, gender schema theory, was designed to answer
(Bem, 1985).

Both social learning theory and
cognitive-developmental theory provide reasonable
explanations for how children might acquire information
about their culture’s rules and norms for sex-appropriate
behaviors, roles, and personality characteristics. But
the culture is also teaching the child a much deeper les-
son — that the distinction between male and female is so
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important that it should be used as a lens through which
all other aspects of culture are viewed. Consider, for
example, the child who first enters a day care center
offering a variety of new toys and activities. The child
could use many potential criteria in deciding which toys
and activities to try. Should she consider indoor or
outdoor activities? Does he prefer a toy that involves
artistic production or one that requires mechanical
manipulation? How about an activity that can be done
with other children or one that can be done in solitude?
But of all the potential criteria, the culture emphasizes
one above all others: ‘Be sure to consider first and
foremost whether the toy or activity is appropriate for
your sex’. At every turn, the child is encouraged to look
at the world through the lens of gender — in other words,
in terms of the , or set of beliefs about
gender (Bem, 1993).

Parents and teachers do not directly teach children
about the gender schema. Instead, the lesson is
embedded in the daily practices of the culture. Con-
sider, for example, a teacher who wishes to treat chil-
dren of both sexes equally. She lines them up at the
drinking fountain by alternating boys and girls. If a boy
is selected to be hall monitor on Monday, a girl will be
hall monitor on Tuesday. Equal numbers of boys and
girls must be selected for the class play. This teacher
believes that she is teaching her students the importance
of gender equality. She is right, but she is also unwit-
tingly teaching them the importance of gender. The
students learn that no matter how unrelated to gender
an activity might seem, one cannot engage in it without
paying attention to the distinction between boys and
girls.

Children also learn to apply the gender schema to
themselves, to organize their self-concepts around their
maleness or femaleness, and to judge their self-worth in
terms of their answer to the question, ‘Am I masculine or
feminine enough?’ For these reasons, gender schema
theory is a theory of gender identity as well as of sex
typing.

Gender schema theory, then, is one possible answer
to the question of why children organize their self-
concepts around their maleness or femaleness. Like
cognitive-developmental theory, gender schema theory
views the developing child as an active agent in his or
her own socialization. But like social learning theory,
gender schema theory implies that sex typing is neither
inevitable nor unmodifiable. According to this theory,
children become sex typed because sex happens to be a
major focus around which their culture chooses to
organize its view of reality. The theory implies that if
the culture becomes less sex typed, children will
become less sex typed in their behaviors and self-
concepts.
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INTERIM SUMMARY

® Some early social behaviors, such as smiling, reflect
innate responses that appear at about the same time in
all infants, including blind infants. The emergence of
many later social behaviors — including wariness of
strangers and distress over separation from primary
caregivers — appears to depend on the child’s
developing cognitive skills.

® An infant’s tendency to seek closeness to particular
people and to feel more secure in their presence is
called attachment. Attachment can be assessed in a
procedure called the strange situation, a series of
episodes in which a child is observed as the primary
caregiver leaves and returns to the room.

® Securely attached infants seek to interact with a
caretaker who returns from an absence.

® Insecurely attached: avoidant infants avoid a caretaker
returning from an absence.

® [nsecurely attached: ambivalent infants show
resistance to a caretaker returning from an absence.

® Disorganized infants show contradictory behaviors
(sometimes avoidant, sometimes approaching) to a
caretaker returning from an absence.

® A caregiver’'s sensitive responsiveness to a baby’s
needs has important influences on the security of the
attachment. The baby’s temperament also plays a role.

® There are cultural differences in the percentage of
babies classified in various attachment categories.
These differences may indicate that the strange
situation paradigm is not an appropriate test of
attachment across cultures.

® Children’s self-concepts grow throughout
development, from a generally positive sense of the self
to a more complex, domain-specific sense of one’s
enduring traits and capabilities.

® Gender identity is the degree to which one regards
oneself as male or female. It is distinct from sex typing,
the acquisition of characteristics and behaviors that
society considers appropriate for one’s sex.

® Social learning theory emphasizes the rewards and
punishments that children receive for sex-appropriate
and sex-inappropriate behaviors, as well as a process
of identification with same-sex adults that is based on
observational learning.

® A cognitive-developmental theory of gender identity
and sex typing holds that once children can identify
themselves as male or female, they are motivated to
acquire sex-typed behaviors. Their understanding of
sex and gender corresponds to Piaget’s stages of
cognitive development, especially their understanding
of gender constancy — the realization that a person’s

For more Cengage Learning textbooks, visit www.cengagebrain.co.uk

sex remains constant despite changes of age and
appearance.

® Gender schema theory seeks to explain why children
base their self-concept on the male—female distinction
in the first place. It emphasizes the role of culture in
teaching children to view the world through the lens of
gender.

CRITICAL THINKING QUESTIONS

1 Some psychologists have suggested that our
childhood attachment styles can influence the kinds of
romantic relationships we form as adults. What forms
might the attachment styles discussed in this chapter
assume in an adult romantic relationship? Can you
relate your own adult ‘attachment styles’ to your
childhood attachment style or to features of your
childhood environment?

2 Would your parents have characterized your infant
personality as easy, difficult, or slow to warm up?
Which aspects of your current personality seem to
be primarily a reflection of your inborn temperament,
which aspects seem to reflect the way you were raised,
and which aspects seem to reflect a blend or
interaction between nature and nurture?

ADOLESCENT DEVELOPMENT

refers to the period of transition from
childhood to adulthood. It extends roughly from age 12
to the late teens, when physical growth is nearly complete.
During this period, the young person becomes sexually
mature and establishes an identity as an individual apart
from the family.

, the period of sexual maturation that transforms a
child into a biologically mature adult capable of sexual
reproduction, takes place over a period of three or four
years. It starts with a period of very rapid physical growth
(the so-called adolescent growth spurt) accompanied by
gradual development of the reproductive organs and
secondary sex characteristics (breast development in girls,
beard growth in boys, and the appearance of pubic hair in
both sexes).
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Adolescents and the Internet

The Internet is a fixture in the lives of adolescents in many
nations. Between 85 and 98 percent of teenagers in the United
Kingdom and the United States use the Internet, and over half
log on daily, surfing the web, trading emails, and creating their
own websites (Linehart, Madden, & Hitten, 2005). The most
frequent use of the Internet among teens is communicating
with friends (Gross, 2004). Through emails, PDAs, text mes-
sages on cell phones, and social networking sites, teens
communicate with friends they way they formerly did by
phone, sharing personal information and gossip. Given the
prevalence of Internet use among today’s youth, researchers
have begun to assess whether adolescents’ Internet use is
good or bad for their development and well-being.

One of the greatest fears for parents is that their Intemnet-
surfing teens will become victims of online sexual predators.
Sexual solicitation and harassment are not rare experiences
for teens. One study of over 1500 adolescents in the U.S.
found that one in four had experienced at least one unwanted
sexual solicitation or harassment over the Internet in the last
year (Mitchell, Ybarra, & Finkelhor, 2007). The youths who had
been victimized were more depressed, anxious, and afraid
than those who had not been victimized. Some youths
engage in risky behaviors that increase their risk of victim-
ization. A study of teenagers in New Zealand found that one-
third had given out personal information on the Internet, and
one-quarter had actually met in person with someone they
had met on the Internet (Berson & Berson, 2005).

Another concern is that some troubled teens use the
Internet to facilitate their maladaptive behaviors. For example,
one study found over 400 message boards for ‘self-injurors’,
people who engage in cutting, burning, and otherwise
harming themselves (Whitlock, Powers, & Eckenrode, 2006).
The vast majority of visitors to these sites were teenage girls.
On the one hand, these sites provided these girls with an
opportunity to talk about their behaviors and their feelings with
supportive others. Many girls who engage in self-injury are

, the first menstrual period, occurs relatively
late in puberty — about 18 months after a girl’s growth
spurt has reached its peak. The first menstrual periods
tend to be irregular, and ovulation (the release of a
mature egg) does not usually begin until a year or so after
menarche. A boy’s first ejaculation typically occurs about
two years after the growth spurt begins. The first seminal
fluid does not contain sperm; the number of sperm and
their fertility gradually increase.

There is wide variation in the age at which puberty
begins and the rate at which it progresses. Some girls
attain menarche before age 11, others as late as 17, and
the average age is about 12 years. Boys, on the average,
experience their growth spurt and mature about two
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depressed and isolated, hiding their self-injury from their
parents and friends, but desperate to talk to someone. These
message boards provide social support and encouragement
to seek professional help. On the other hand, these message
boards also may normalize self-injury, making it seem com-
mon and acceptable, thereby reinforcing the behaviors. Some
boards even provide ‘how to’ instructions on self-injury, and
on hiding self-injuries from others. Similar concerns have been
raised about message boards for people with eating dis-
orders, which normalize the behavior and provide ‘training’ as
to how to successfully engage in bingeing, purging, and self-
starvation.

There are also many benefits to Internet use for teens,
however. Researchers gave a group of African-American
teens home access to the Internet, and found that those who
used the Internet more showed increases in standardized
academic test scores over a 16-month period (Jackson et al.,
2007). The authors speculate that engagement in the Internet
provided youths with opportunities to improve reading skills,
and generally increased their motivation to learn. Internet-
based programs are also providing health interventions to
people who might not otherwise have access to them. A
weight-loss program called Hipteens included exercises for
overweight teen girls to evaluate their food intake, plan dietary
changes, recognize triggers for eating, and communicate with
personal counselors (Williamson et al., 2007). The adoles-
cents who participated in the program lost significantly more
body fat over the first six months than a control group of
adolescents who did not participate in the program. As
adolescents’ use of the web-based program declined beyond
the initial six months, however, they tended to gain back the
weight.

Thus, it seems that the Internet can be both a danger and
detriment in teens’ lives, and a benefit and force for positive
change. Supervision by parents of their adolescents’ Internet
use is an important safeguard to increase the good, and
protect against the bad that the Internet can bring.

years later than girls. They begin to ejaculate semen with
live sperm sometime between the ages of 12 and 16; the
average age is 14}. The wide variation in the timing of
puberty is strikingly apparent in classrooms of young
adolescents. Some of the girls look like mature women
with fully developed breasts and rounded hips; others still
have the size and shape of little girls. Some of the boys are
gangly adolescents; others look much as they did at the
age of 9 or 10. (See the discussion of hormonal changes at
puberty in Chapter 10.)

Conventional wisdom holds that adolescence is a period
of ‘storm and stress’, characterized by moodiness, inner
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There is wide variation in the age at which puberty begins and
the rate at which it progresses. As a result, some adolescents
may be much taller and more physically mature than others of
the same age.

turmoil, and rebellion. Modern research has largely not
supported this view (Steinberg & Morris, 2001). Many
adolescents do experiment with worrisome behavior, but
experimentation leads to enduring problems in only a
small subset of adolescents. Many adolescents experiment
with alcohol during high school or do something that is
against the law, but most of them do not develop an
alcohol problem or a criminal career (Farrington, 1995).
In addition, those adolescents who do show serious
behavioral or emotional problems tend to have a history
of similar problems during childhood. For example, most
adolescent delinquents had recurrent problems with the
law from an early age (Moffitt, 1993). Similarly, most
adolescents who become seriously depressed suffered
from anxiety or other types of psychological distress as
children (Zahn-Waxler et al., 2000).

Some of the upsurge in problems in adolescence may
be linked directly to the hormonal changes of puberty
(Buchanan, Eccles, & Becker, 1992), but many are related
to the personal and social effects of physical changes and,
most important, the timing of those changes. Being an
early or late maturer (one year earlier or later than
average) affects adolescents’ satisfaction with their
appearance and their body image. In general, 12-13-year-
old boys who have reached puberty report positive moods
more often than their prepubertal male classmates, and
they tend to be more satisfied with their weight and their
overall appearance than later-maturing boys — a reflection
of the importance of strength and physical prowess for
males in our society. But early-maturing boys also tend to
have less self-control and emotional stability than later-
maturing boys. They are more likely to smoke, drink, use
drugs, and get into trouble with the law (Williams &
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Dunlop, 1999). In contrast, late-maturing boys feel worst
about themselves at age 12 but typically end up as the
healthiest group by age 18 (Petersen, 1989).

Early maturation has the opposite effect on the self-
esteem of girls. Compared with later maturers, earlier
maturers experience more depression and anxiety, have
lower self-esteem, and are generally less satisfied with
their weight and appearance (Caspi & Moffit, 1991; Ge
et al., 1996). They tend to be embarrassed that their
bodies are more womanly than those of their female
classmates — particularly because current standards for
female attractiveness emphasize a lean look. Although
early maturers also achieve early popularity, this is partly
because they are seen as sexually precocious. They are
also more likely to have conflicts with their parents, to
drop out of school, and to have both emotional and
behavioral problems (Caspi & Moffitt, 1991; Stattin &
Magnusson, 1990). Nevertheless, early adolescence is
relatively trouble-free for most males and females.

Parents often report a lot of storm and stress in their
relationships with their adolescents, and here the research
largely backs up the common lore (Steinberg & Morris,
2001). Bickering and squabbling between parents and
their offspring increase in adolescence, and there is a
decline in how close parents and adolescents feel to each
other (Larson & Richards, 1991). Adolescents typically
pull away from their parents in an attempt to forge their
own individual identities, and many parents are dis-
tressed by this withdrawal (Silverberg & Steinberg,
1990). In most families, however, the period of increased
conflict in early adolescence is followed by the estab-
lishment of a new parent-adolescent relationship that is
less volatile and more egalitarian. Parents who remain
authoritative — warm and supportive but firm and clear
about rules and their enforcement — tend to have ado-
lescents who come through the adolescent years with the
least enduring problems (Steinberg & Morris, 2001). In
contrast, adolescents whose parents are authoritarian
(with rigid rules and little obvious warmth in their deal-
ings with their children) or overly permissive tend to
encounter more emotional and behavioral problems
(Baumrind, 1980).

The psychoanalyst Erik Erikson believed that the major
task confronting the adolescent is to develop a sense of
identity, to find answers to the questions ‘Who am I?> and
“Where am I going?’ Although Erikson coined the term

to refer to this active process of self-defini-
tion, he believed that it is an integral part of healthy
psychosocial development. Similarly, most developmental
psychologists believe that adolescence should be a period
of role experimentation for young people to explore
various behaviors, interests, and ideologies. Many beliefs,
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In most families, conflict between teens and parents is
short-lived.

roles, and ways of behaving may be tried on, modified, or
discarded in an attempt to shape an integrated concept of
the self.

Adolescents try to synthesize these values and
appraisals into a consistent picture. If parents, teachers,
and peers project consistent values, the search for identity
is easier. In a simple society in which adult models are few
and social roles are limited, the task of forming an iden-
tity is relatively easy. In a society as complex as ours, it is
a difficult task for many adolescents. They are faced with
an almost infinite array of possibilities regarding how to
behave and what to do in life. As a result, there are large
differences among adolescents in how the development of
their identity proceeds. Moreover, any particular adoles-
cent’s identity may be at different stages of development
in different areas of life (for example, sexual, occupa-
tional, and ideological).

Ideally, the identity crisis should be resolved by the
early or mid-twenties so that the individual can move on
to other life tasks. When the process is successful, the
individual is said to have achieved an identity — a coherent
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sense of sexual identity, vocational direction, and ideo-
logical worldview. Until the identity crisis is resolved, the
individual has no consistent sense of self or set of internal
standards for evaluating his or her self-worth in major
areas of life. Erikson called this unsuccessful outcome
identity confusion.

Erikson’s theory about adolescent identity develop-
ment has been tested and extended by other researchers
(see Steinberg & Morris, 2001). On the basis of open-
ended interviews, James Marcia (1966, 1980) arrived at
four identity statuses or positions, based on whether the
person perceives an identity issue and whether a resolu-
tion has been reached:

nt. Individuals in this status have passed
through an identity crisis, a period of active questioning
and self-definition. They are committed to ideological
positions that they have worked out for themselves, and
they have decided on an occupation. They have begun to
think of themselves as a future doctor, not just a pre-med
chemistry major. They have reexamined their family’s
religious and political beliefs and discarded those that
don’t seem to fit their identity.

re. Those in this status are also committed to
occupatlonal and ideological positions, but they show no
signs of having gone through an identity crisis. They have
accepted their family’s religion without question. When
asked about politics, they often say that they have never
given it much thought. Some of them seem committed and
cooperative; others seem rigid, dogmatic, and conforming.
They give the impression that they would be lost if a major
event challenged their unexamined rules and values.

storum. - These young people are in the midst of an
1dent1ty crisis. They are actively seeking answers but
have not resolved the conflicts between their parents’
plans for them and their own interests. They may express
a set of political or religious beliefs with great intensity
for a while, only to abandon them after a period of
reconsideration. At best, they seem sensitive, ethical,
and open-minded; at worst, they appear anxiety-ridden,
self-righteous, and vacillating (Scarr, Weinberg, &
Levine, 1986).

( /on. This is Marcia’s term for what Erikson
Calls identity confusion. Some individuals in this category
have had an identity crisis; others have not. In either case,
they still have no integrated sense of themselves. They say
that it might be ‘interesting’ to go to law school or start a
business, but they are not taking steps in either direction.
They say that they are not interested in religion or poli-
tics. Some seem cynical, and others shallow and confused.
Some, of course, are still too young to have reached the
identity development of adolescence.
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SEEING BOTH SIDES

HOW INSTRUMENTAL ARE PARENTS IN
THE DEVELOPMENT OF THEIR CHILDREN?

Parents have no lasting influence on the
personality or intelligence of their children

Judith Rich Harris, award winning psychologist and author
(The Nurture Assumption, No Two Alike)

Your parents took care of you when you were little. They taught
you many things. They play leading roles in your memories of
childhood. Nevertheless, your parents may have had no lasting
impact on your personality or intelligence or on the way you
behave when they’re not around.

Hard to believe? Try to put aside your gut reaction for a
moment and consider the evidence. Consider, for example,
studies designed to separate the effects of genes from those of
the home environment by examining pairs of people who are or
are not biologically related, and who did or did not grow up in the
same home (Plomin, 1990). Such studies have shown that
having similar genes makes people more alike, but that sharing a
childhood home environment does not. Unless they are bio-
logically related, people who grew up in the same home are not
noticeably more alike in personality or intelligence than two
people picked at random from the same population. Almost all
the similarities between brothers or sisters reared together are
due to the genes they have in common. If they are adoptive
siblings, they are no more alike than adoptees reared in different
homes. On average, an adopted child reared by agreeable
parents is no nicer than one reared by grouches. One reared by
parents who love books is no smarter, as an adult, than one
reared by parents who love soap operas (Harris, 1995, 1998).

These findings don’t fit conventional views of child develop-
ment but they are backed up by a variety of other observations.
For example, the only child does not, on average, differ in per-
sonality from children who have to vie with their siblings for
parental attention (Falbo & Polit, 1986). Behavioral differences
between boys and girls did not diminish when parents began to
try to treat their sons and daughters alike (Serbin, Powlishta, &
Gulko, 1993). Children who speak Korean or Spanish at home but
English with their peers end up as English speakers. The language
learned outside the home takes precedence over the one their
parents taught them — and, unlike their parents, they speak it
without a foreign accent (Baron-Cohen & Staunton, 1994).

But what about the evidence that dysfunctional parents tend
to have dysfunctional offspring, and that children who are treated
with affection tend to turn out better than children who are
treated harshly? The trouble with this evidence is that it comes
from studies that provide no way to distinguish genetic from
environmental influences, or causes from effects. Are the off-
spring’s problems due to the unfavorable environment provided
by the parents or to personality characteristics inherited from
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them? Do the hugs cause the child to develop a pleasant per-
sonality, or does her pleasant personality make her parents want
to hug her? Research using advanced techniques has shown
that the problems are at least partly inherited and that the child’s
pleasant personality evokes the hugs (Reiss, 2005).

Some developmental psychologists have tried to explain
away the findings that puzzle them by claiming that parents do
have important effects but it’s difficult to measure their influence.
The difficulty is blamed on the fact that the outcome of a given
style of parenting depends on the child’s genetic makeup (Collins
et al., 2000). Undoubtedly, some individuals are genetically more
vulnerable than others (Thapar et al., 2007), but this can’t
account for the negative results of the studies | described above
(Harris, 2006). Nor can it account for the fact that reared-
together identical twins often differ in personality and in mental
health problems. Identical twins have the same genes and thus
should react similarly to parental treatment, but pairs reared in
the same home - treated very much alike by their parents — are
no more alike in personality than those separated at birth. Nor
are they fless alike (Bouchard et al., 1990).

There is no question that parents influence the way their children
behave at home. The problem is that the way children behave at
home is not a good predictor of how they’ll behave in the classroom
or playground. When researchers discover that children behave
differently in different social contexts, they usually assume that the
way children behave with their parents is somehow more important
or long lasting than the way they behave elsewhere. But the chil-
dren who speak Korean or Spanish at home and English outside
the home use English as their primary language in adulthood. A boy
whose cries evoke sympathy when he hurts himself at home learns
not to cry when he hurts himself on the playground, and as an adult
he seldom cries. A child who is dominated by her older sibling at
home is no more likely than a firstborn to allow herself to be
dominated by her peers (Abramovitch et al., 1986). Children learn
separately how to behave at home and outside the home, and it's
their outside-the-home behavior they bring with them to adulthood.
This makes sense, since they are not destined to spend their adult
lives in their parents’ house.

The notion that children are in a
great hurry to grow up and that they see
their own world as a pale imitation of the
adult world is an adult-o-centric one. A
child’s goal is not to be like her mother
or his father — it's to be a successful
child. Children have their own agenda;
they are not putty in their parents’
hands. They have to learn how to get
along in the world outside the home,
and out there the rules are different.

Judith Rich Harris
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SEEING BOTH SIDES

HOW INSTRUMENTAL ARE PARENTS IN
THE DEVELOPMENT OF THEIR CHILDREN?

Parents are instrumental in the development
of their children

Jerome Kagan, Harvard University

The development of the skills, values, and social behaviors that
facilitate a child’s adaptation to his or her society requires an
orchestration of a number of relatively independent conditions.
The most important are: (1) inherited temperamental biases,
(2) the social class, ethnic, and religious affiliations of the child’s
family, which become bases for later identifications, (3) social
relationships with siblings and peers, (4) historical era and the
culture in which childhood and adolescence are spent, and
(5) the behaviors and personality of the parents.

The parents’ influences assume two different forms. The first
refers to their direct interactions with their child, including the
behaviors they reward or punish, the skills they praise, and the
actions that their children interpret either as signs of affection
implying that they are valued, or signs of indifference or neglect
which are interpreted as rejection or hostility. Parents who talk or
read to their children typically produce adolescents with the
largest vocabularies, the highest intelligence scores, and the best
grades (Raikes et al., 2006). Parents who reason with their chil-
dren while making requests for obedience typically have more civil
children (Kagan, 1998). The power of the family is seen in a study
of over 1000 children from ten different American cities who were
raised only at home or had surrogate care for varied amounts of
time each week. The family had the most important influence on
the older child’s personality, cognitive skills, and character (NICHD
Early Childcare Research Network, 2004). Even children who were
orphaned, or made homeless by war, were able to regain intel-
lectual and social skills they did not develop during their early
privation, if they were adopted before age 4 by nurturant,
accepting families (Rathbun et al., 1958).

Culture and historical period can bias the child to construct dif-
ferent interpretations of the same behaviors. Aimost all children of
Puritan parents growing up in seventeenth-century New England
were punished harshly, but most interpreted these practices as
motivated by the parents’ desire for them to develop good character.
As a result, the undesirable consequences of harsh punishment that
would occur in contemporary New England did not occur in the
seventeenth century. Chinese parents centuries ago used to bind
the feet of their young daughters in order to make them attractive to
future suitors. Although this was extremely painful and compromised
their ability to walk, most girls accepted this burden because they
believed it served their interests. The same conclusion would not be
arrived at today. The important principle is that it is the child’s inter-
pretation of the parents’ behaviors, not the actual behaviors, that is
critical for development.
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Children are also influenced by their parents’ personality char-
acteristics and behaviors that are not necessarily direct interactions
with the child. Children arrive at conclusions about themselves,
often incorrect, because they assume that since they are biological
offspring, they probably possess some psychological qualities of
their parents. This emotionally charged belief, called identification,
is the basis for pride in and loyalty to one’s family, on the one hand,
or shame over undesirable parental characteristics, including
alcoholism, criminality, or unemployment, on the other. If children
perceive their parent as affectionate, fair, and talented, they are
likely to assume that they, too, possess desirable traits and, as a
result, feel more confident than they are entitled to given the
objective evidence. Children who perceive a parent as rejecting,
unfair in doling out punishment, or without talent feel ashamed
because they assume that they may possess some of the same
undesirable characteristics (Kagan, 1998).

By the sixth or seventh birthday, children have begun to
identify with the social class of their family. Children from affluent,
middle-class families come to believe that they have a greater
sense of agency and more privilege than children from eco-
nomically disadvantaged families. The latter are apt to perceive
their relative deprivation of material advantage as implying some
compromise in their sense of psychological potency. This belief is
usually supported by parental actions and communications
implying that life is difficult and their children face serious
obstacles as they plan their lives. As a result, the social class of
rearing in North America and Europe is the best predictor of 1Q
scores, grades in school, criminality, future occupation, and a
variety of illnesses (Werner & Smith, 1982; Johnson et al., 1990).

The dramatic advances in the neurosciences and genetics,
disseminated by the media, have persuaded many Americans
and Europeans that genes are the more important cause of the
intellectual and emotional profiles of adolescents. However, this
claim is exaggerated. The evidence reveals that the family
remains an important cause of variation in many psychological
traits, especially values, academic talents, and attitude toward
authority, more important than any gene discovered thus far. The
current attraction to genetic determinism
is popular because it removes some of P
the blame from the family for undesirable
outcomes in their children.

Most societies, ancient and modern,
believe that the family has a significant
influence on children, but it is often dif-
ficult to measure. A commentator who
denied parental influence resembles
someone who decides on a foggy “
morning that the trees have disappeared

because they cannot see them. Jerome Kagan
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As expected, the percentage of adolescents who have
attained identity achievement increases steadily from
before high school to the late college years, as the per-
centage remaining in identity diffusion steadily decreases
(Waterman, 1985).

More contemporary research has focused on the
development of self-concept from the perspective of cog-
nitive theories, rather than based on Erikson’s stages of
identity development. As adolescents mature cognitively,
they develop more abstract characterizations of them-
selves. They begin to view themselves more in terms of
personal beliefs and standards and less according to social
comparisons (Harter, 1998). Adolescents’ self-concepts
vary across different situations, so that they see them-
selves differently when they are with parents than when
they are with peers (Harter, 1998). They often engage in
behaviors that do not represent how they really see
themselves, especially among classmates or in romantic
relationships.

In early adolescence, self-esteem is somewhat unstable
but becomes more stable during later adolescence (Harter,
1998). African American adolescents tend to have higher
self-esteem than white adolescents (Gray-Little & Hafdahl,
2000), and males have higher self-esteem than females
(Kling et al., 1999). Not surprisingly, however, across both
genders and most ethnic groups, higher self-esteem is
related to parental approval, peer support, adjustment, and
success in school (DuBois et al., 1998).

During adolescence and early adulthood, many
minority youth struggle with their ethnic identity, and
their resolution of this struggle can come in many forms
(Phinney & Alipuria, 1990; Sellers et al., 1998). Some
minority youth assimilate into the majority culture by
rejecting their own culture. Some live in the majority
culture but feel estranged. Some reject the majority cul-
ture and focus only on their own culture. And some try to
find a balance between the majority culture and their
own culture, a resolution sometimes referred to as
biculturalism.
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INTERIM SUMMARY

® Puberty has significant effects on an adolescent’s body

image, self-esteem, moods, and relationships; but
most adolescents make it through this period without
major turmoil.

® According to Erikson’s theory, forming a personal

sense of identity is the major task of the adolescent
period.

|dentity crisis is the phrase coined by Erikson to
describe the active period of self-definition
characteristic of adolescence.

Identity confusion is the unsuccessful outcome of
identity crisis. The adolescent has no consistent sense
of self or set of internal standards for evaluating his or
her self-worth in major areas of life.

CRITICAL THINKING QUESTIONS

1 Using the categories of identity achievement,

foreclosure, moratorium, and identity diffusion, can
you identify how and when your religious, sexual,
occupational, and political identities have developed
and changed over time?

What experiences might influence the development of
a minority youth’s ethnic identity? For example, what
experiences might lead a youth to develop a bicultural
identity, and what experiences might lead a youth to
reject majority culture?
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CHAPTER SUMMARY

Two central questions in developmental psychol-
ogy are: (a) How do biological factors (‘nature’)
interact with environmental experiences (‘nur-
ture’) to determine the course of development?
and (b) Is development best understood as a
continuous process of change or as a series of
qualitatively distinct stages?

Some developmental psychologists believe that
development occurs in a sequence of periods in
which (a) behaviors at a given stage are organized
around a dominant theme or a coherent set of
characteristics, (b) behaviors at one stage are
qualitatively different from behaviors at earlier or
later stages, and (c) all children go through the
same stages in the same order. Critical or sensitive
periods are times during development when spe-
cific experiences must occur for psychological
development to proceed normally.

Early theorists believed that all sensory prefer-
ences and abilities had to be learned, but research
over the last several decades has established that
infants are born with their sensory systems intact
and prepared to learn about the world.

Newborns have poor vision and cannot see as well
as an adult until about age 2. Some theorists
thought infants were born with a preference for
faces, but research suggests infants are not
attracted to faces per se but to stimulus charac-
teristics such as curved lines, high contrast,
edges, movement, and complexity — all of which
faces possess. Even newborns pay attention to
sounds. They seem to be born with perceptual
mechanisms that are already tuned to the prop-
erties of human speech that will help them learn
language. Infants can discriminate between dif-
ferent tastes and odors shortly after birth. They
seem to prefer the taste and odor of breast milk.
Infants can learn from the moment they are born
and show good memories by three months of age.

Piaget’s theory describes stages in cognitive
development. These proceed from the sensor-
imotor stage (in which an important discovery is
object permanence), through the preoperational
stage (when symbols begin to be used) and the
concrete operational stage (when conservation
concepts develop), to the formal operational stage
(when hypotheses are tested systematically in
problem solving). New methods of testing reveal
that Piaget’s theory underestimates children’s
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abilities, and several alternative approaches have
been proposed.

Information-processing approaches view cognitive
development as reflecting the gradual develop-
ment of processes such as attention and memory.
Other theorists emphasize increases in domain-
specific knowledge. Still others, including
Vygotsky, focus on the influence of the social and
cultural context. More recent research in child-
ren’s cognitive development focuses on children’s
theory of mind, or understanding that other peo-
ple have beliefs and expectations that can be dif-
ferent from their own and different from reality.

Piaget believed that children’s understanding of
moral rules and judgments develops along with
their cognitive abilities. Kohlberg extended Piaget’s
work to include adolescence and adulthood. He
proposed three levels of moral judgment: pre-
conventional, conventional, and postconventional.

An infant’s tendency to seek closeness to particu-
lar people and to feel more secure in their presence
is called attachment. Attachment can be assessed
in a procedure called the strange situation, a series
of episodes in which a child is observed as the
primary caregiver leaves and returns to the room.
Securely attached infants seek to interact with a
caretaker who returns from an absence. Insecurely
attached: avoidant infants avoid a caretaker who
returns from an absence. Insecurely attached:
ambivalent infants show resistance to a caretaker
who returns from an absence. Disorganized
infants show contradictory behaviors (sometimes
avoidant, sometimes approaching) to a caretaker
who returns from an absence.

A caregiver’s sensitive responsiveness to a baby’s
needs has important influences on attachment.
The baby’s temperament also plays a role. Cul-
tural differences in the percentage of children
classified in different attachment categories may
indicate that the strange situation paradigm is an
inappropriate test of attachment in some cultures.

Gender identity is the degree to which one regards
oneself as male or female. It is distinct from sex
typing, the acquisition of characteristics and
behaviors that society considers appropriate for
one’s sex. Social learning theory emphasizes the
rewards and punishments that children receive for
sex-appropriate and sex-inappropriate behaviors,
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as well as a process of identification with same-sex
adults that is based on observational learning. A
cognitive-developmental theory of gender identity
and sex typing holds that once children can

11

Puberty has significant effects on an adolescent’s
body image, self-esteem, moods, and relation-
ships, but most adolescents make it through this
period without major turmoil.

identify themselves as male or female, they are
motivated to acquire sex-typed behaviors. Their
understanding of sex and gender corresponds to
Piaget’s stages of cognitive development, espe-
cially their understanding of gender constancy —
the realization that a person’s sex remains con-
stant despite changes of age and appearance.
Gender schema theory seeks to explain why chil-
dren base their self-concepts on the male—female
distinction in the first place. It emphasizes the role
of culture in teaching children to view the world
through the lens of gender.

12 According to Erikson’s theory, forming a personal
sense of identity is the major task of the adolescent
period. Identity crisis is Erikson’s phrase to
describe the active period of self-definition char-
acteristic of adolescence. Identity confusion is the
unsuccessful outcome of identity crisis in which
the adolescent has no consistent sense of self or set
of internal standards for evaluating his or her self-
worth in major areas of life.

CORE CONCEPTS

maturation information-processing skills attachment

stages of development knowledge strange situation

critical periods sociocultural approach securely attached

sensitive periods metacognition insecurely attached: avoidant

visual field theory of mind insecurely attached: ambivalent

facial preference autism disorganized

schema moral judgment sensitive responsiveness
assimilation preconventional level of moral self-concepts
accommodation development self-esteem

conventional level of moral

gender identity
development

sensorimotor stage

object permanence ) sex typing
postconventional level of moral

preoperational stage gender schema

i development
operation adolescence
i temperament
conservation puberty
} easy temperament
egocentrism menarche

] difficult temperament ] ] .
concrete operational stage identity crisis
. slow to warm up temperament S )

formal operational stage . . identity confusion
separation anxiety
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http://www.atkinsonhilgard.com/
Take a quiz, try the activities and exercises, and explore web links.

http://home.att.net/~xchar/tna/

This site is maintained by Seeing Both Sides author Judith Rich Harris and further explains her controversial book
The Nurture Assumption that highlights her belief in the importance of peers and the relative unimportance of
parenting styles.

http://www.psychology.org/links/Environment_Behavior_Relationships/Child/
Find out more about early years psychological development here by browsing this list of aggregated web resources.
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Psyk.Trek 3.0

Check out CD Unit 9, Human Development

9a Prenatal development

9b Erikson’s theory of personality development
9c Piaget’s theory of cognitive development

9d Kohlberg’s theory of moral development
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CHAPTER 4
SENSORY PROCESSES




I magine yourself sitting late at night in a deserted church. Although the
image is one of profound serenity, there is in reality an enormous amount
of information impinging on you from the world: Light from the alter, dim
though it may seem, is entering your eyes. The sounds of the city, soft though
they may seem, are entering your ears. The pew you’re sitting in is pushing up
on your body; the smell of incense is wafting into your nose; and the taste of
the wine you just drank still lingers in your mouth.

And this is just the environmental information that you’re aware of! In
addition, there’s lots more information that you’re unaware of. The microwave
transmitter on the hill behind you, the radio station on the other side of town,
and the mobile phone of a talkative passer-by outside are all issuing various
sorts of electromagnetic radiation that, while enveloping you, aren’t touching
your consciousness. Across the street a dog owner blows his dog whistle,
sending a high-frequency shriek that, while very salient to the dog (and to any
bats in the vicinity), is inaudible to you. Likewise, there are particles in the air
and in your mouth, and subtle pressures on your skin that constitute infor-
mation, yet do not register.

The point here is that, even in the calmest of circumstances the world is
constantly providing us with a vast informational tapestry. We need to assim-
ilate and interpret at least some of this information in order to appropriately
interact with the world. This need raises two considerations. First, which aspects
of the environmental information register with our senses and which don’t? For
example, why do we see electromagnetic radiation in the form of green light, but
not electromagnetic radiation in the form of x-rays or radio waves? Second,
how do the sense organs work such that they efficiently acquire the information
that is acquirable?

The first question, while fascinating, is largely beyond the scope of this
book, but is best understood from an evolutionary perspective. Steven Pinker’s
classic How the Mind Works (1997) provides a superb description of this
perspective. To give a quick illustration of it, a brief answer to the question of
why we see only the forms of electromagnetic radiation that we do would go
like this: To operate and survive in our world, we need to know about objects —
what they are and where they are — and so we’ve evolved to use that part of the
electromagnetic spectrum that best accomplishes this goal. With some forms of
electromagnetic radiation — short-wave radiation like x-rays or gamma rays,
for example — most objects are invisible, that is, the radiation passes right

through them rather than reflecting off them to our eyes. Other forms of
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radiation — long-wave radiation like radio waves, for
example — would reflect off the objects to our eyes, but in
a manner that would be so blurred as to be useless in any
practical sense.

Our senses are our input systems. From them we
acquire data about the world around us, which con-
stitutes the most immediate means (although, as we shall
see, not the only means) by which we determine the
character of the environment within which we exist and
behave. In this chapter we discuss some of the major
properties of the senses. Some of the research we review
deals with psychological phenomena; other studies deal
with the biological bases of these phenomena.

At both the biological and psychological levels of
analysis, a distinction is often made between
and perception. At the psychological level, sensations are
fundamental, raw experiences associated with stimuli
(for example, sense of sight may register a large red object),
while involves the integration and meaningful
interpretation of these raw sensory experiences (‘It’s a fire
engine’). At the biological level, sensory processes involve
the sense organs and the neural pathways that emanate
from them, which are concerned with the initial stages of
acquiring stimulus information. Perceptual processes
involve higher levels of the cortex, which are known to be
more related to meaning. This chapter concerns sensation,
while Chapter 5 concerns perception.

The distinction between sensation and perception, while
useful for organizing chapters, is somewhat arbitrary.

CHARACTERISTICS OF SENSORY
MODALITIES

Any sensory system has the task of acquiring some form
of information from the environment and transducing it
into some form of neural representation in the brain.
Thus understanding the workings of a sensory system
entails two steps: first understand what are the relevant
dimensions of a particular form of environmental infor-
mation and then to understand how that dimension is
translated by the sensory organ into a neural represen-
tation. The dimensions corresponding to any given form
of information can be roughly divided into ‘intensity’ and
‘everything else’.

Threshold sensitivity

We singled out intensity because it is common to all forms
of information, although it takes different forms for
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Psychological and biological events that occur early in
the processing of a stimulus can sometimes affect inter-
pretation of the stimulus. Moreover, from the perspective
of the nervous system, there is no sharp break between
the initial uptake of stimulus information by the sense
organs and the brain’s subsequent use of that infor-
mation to ascribe meaning. In fact, one of the most
important features of the brain is that, in addition to
taking in sensory information, it is constantly sending
messages from its highest levels back to the earliest stages
of sensory processing. These actually
modify the way sensory input is processed (Damasio,
1994; Zeki, 1993).

This chapter is organized around the different senses:
vision, hearing, smell, taste, and touch; the latter includes
pressure, temperature, and pain. In everyday life, several
senses are often involved in any given act — we see a
peach, feel its texture, taste and smell it as we bite into it,
and hear the sounds of our chewing. Moreover, many
sensory judgments are more accurate when multiple
senses are employed; for instance, people are more accu-
rate at judging the direction from which a sound is
coming when they are able to use their eyes to ‘target’
the approximate location than when they use their ears
alone (Spence & Driver, 1994). For purposes of analy-
sis, however, we consider the senses one at a time. Before
beginning our analysis of individual senses, or sensory
modalities, we will discuss some properties that are
common to all senses.

different kinds of information. For example, for light,
intensity corresponds to the number of incoming photons
per second, while for sound, intensity corresponds to the
amplitude of sound pressure waves.

It is entirely intuitive that the more intense is some
stimulus, the more strongly it will affect the relevant sense
organ: A high-amplitude light will affect the visual system
more than a dimmer light; a high-volume sound will
affect the auditory system more than a soft sound, and so
on. This intuitively obvious observation is important but
not surprising: it is analogous to the equally intuitive
observation that a dropped apple will fall downward.
In other words, it is a scientific starting point. So just
as Newton (supposedly) began from the dropped-apple
observation to develop a detailed and quantitative theory
of gravity, sensory psychologists have long sought to
detail and quantify the relation between physical stimulus
intensity and the resulting sensation magnitude. In what
follows, we will describe some of the results of this
endeavor.
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Minimum stimuli Approximate minimum stimuli for various
senses. (Galanter, E. (1962). ‘Contemporary Psychophy-
sic,” from Roger Brown & collaborators (eds.), New Direc-
tions in Psychology, Vol. 1. Reprinted by permission of
Roger Brown.)

Sense Minimum stimulus

Vision A candle flame seen at 30 miles on a dark,
clear night

Hearing The tick of a clock at 20 feet under quiet
conditions

Taste One teaspoon of sugar in 2 gallons of water

Smell One drop of perfume diffused into the entire
volume of six rooms

Touch The wing of a fly falling on your cheek from a

distance of 1 centimeter

A basic way of assessing the sensitivity of a sensory
: the mini-
mum magnitude of a stimulus that can be reliably dis-
criminated from no stimulus at all — for example, the
weakest light that can be reliably discriminated from
darkness. One of the most striking aspects of our sensory
modalities is that they are extremely sensitive to the pres-
ence of, or a change in, an object or event. Some indication
of this sensitivity is given in Table 4.1. For five of the
senses, we have provided an estimate of the minimal
stimulus that they can detect. What is most noticeable
about these minimums is how low they are — that is, how

modality is to determine the

sensitive the corresponding sensory modality is.

These values were determined using what are called

, which are experimental tech-

niques for measuring the relation between the physical
magnitude of some stimulus (e.g., the physical intensity of
a light) and the resulting psychological response (how
bright the light appears to be). In one commonly used
psychophysical procedure, the experimenter first selects a
set of stimuli whose magnitudes vary around the thresh-
old (for example, a set of dim lights whose intensities vary
from invisible to barely visible). Over a series of what are
, the stimuli are presented one at a time
in random order, and the observer is instructed to say
‘yes’ if the stimulus appears to be present and ‘no’ if it
does not. Each stimulus is presented many times, and the
percentage of ‘yes’ responses is determined for each

referred to as

stimulus magnitude.

Figure 4.1 depicts hypothetical data that result from
this kind of experiment: a graph showing that the
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Figure 4.1 Psychophysical Function from a Detection
Experiment. Plotted on the vertical axis is the percentage of
times the participant responds, ‘Yes, | detect the stimulus’; on
the horizontal axis is the measure of the magnitude of the
physical stimulus. Such a graph may be obtained for any
stimulus dimension to which an individual is sensitive.

percentage of ‘yes’ responses rises smoothly as stimulus
intensity (defined here in terms of hypothetical ‘units’)
increases. When performance is characterized by such a
graph, psychologists have agreed to define the absolute
threshold as the value of the stimulus at which it is
detected 50 percent of the time. For the data displayed in
Figure 4.1, the stimulus is detected 50 percent of the time
when the stimulus’s intensity is about 28 units; thus
28 units is defined to be absolute threshold.

Our sensory modalities are extremely sensitive in detecting the
presence of an object — even the faint light of a candle in a distant
window. On a clear night, a candle flame can be seen from

30 miles away!
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At first glance, this definition of ‘threshold’ may seem
vague and unscientific. Why 50 percent? Why not
75 percent or 28 percent? Any value would seem arbi-
trary. There are two answers to this question.

The first, which is generally true, is that establishing
a threshold is generally only a first step in some experi-
ment. As an example, suppose one is interested in

, L.e., in establishing how sensitivity is affected
by the amount of time that an observer has spent in the
dark. One would then plot (as indeed we do later in this
chapter) how threshold is affected by time. Of interest is
the specific shape and/or mathematical form of the func-
tion that relates threshold to what we are investigating — in
this illustration, time in the dark. This function is generally
unaffected by the specific value — 28%, 50%, 75%,
whatever — that we choose. In short, although the magni-
tude of the threshold is arbitrary, this arbitrariness does
not affect the qualitative or even quantitative nature of our
eventual conclusions.

Second, if we know enough both about the physics of
the informational dimension under consideration and
the anatomy of the sensory system that we are studying,
we can carry out experiments that yield more specific
knowledge about how the system works; that is we can
arrive at conclusions based on an integration of physics,
biology, and psychology. A classic, and particularly
elegant experiment of this sort was reported by Hecht,
Shlaer, and Pirenne (1942) who endeavored to deter-
mine the absolute threshold for vision and in the pro-
cess, demonstrated that human vision is virtually as
sensitive as is physically possible. As every graduate of
elementary physics knows, the smallest unit of light
energy is a . Hecht and his colleagues showed that
a person can detect a flash of light that contains only
100 photons. This is impressive in and of itself; on a
typical day, many billions of photons are entering your
eye every second. What is even more impressive is that
Hecht and his colleagues went on to show that only 7 of
these 100 photons actually contact the critical molecules
in the eye that are responsible for translating light into
the nerve impulses that correspond to vision (the rest are
absorbed by other parts of the eye) and furthermore that
each of these 7 photons affects a different neural
receptor on the retina. The critical receptive unit of the
eye (a particular molecule within the receptor), there-
fore, is sensitive to a single photon. This is what it means
to say that ‘human vision is as sensitive as is physically
possible’.

Measuring absolute threshold entails determining by how
much stimulus intensity must be raised from zero in order
to be distinguishable from zero. More generally, we can
ask: By how much must stimulus intensity be raised from
some arbitrary level (called a ) in order that the
new, higher level be distinguishable from the base level.
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Figure 4.2 Results from an Experiment on Change Detec-
tion. Plotted on the vertical axis is the percentage of times the
participant responds, ‘Yes, | detect more than the standard’; on
the horizontal axis is the measure of the magnitude of the physical
stimulus. The standard stimulus in this example is in the center of
the range of stimuli. Such a graph may be obtained for any
stimulus dimension for which an individual is sensitive to
differences.

This is measurement of change detection. In a typical
change-detection study, observers are presented with a
pair of stimuli. One of them is the standard - it is the
one to which other stimuli are compared. The others are
called comparison stimuli. On each presentation of the
pair, observers are asked to respond to the comparison
stimulus with ‘more’ or ‘less’. What is being measured is
the or ,
the minimum difference in stimulus magnitude necessary
to tell two stimuli apart.

To illustrate, imagine measuring the visual system’s
sensitivity to changes in the brightness of a light. Typical
results are shown in Figure 4.2. In this experiment the
standard (a 50-watt bulb) was presented along with each
comparison stimulus (ranging from 47 watts to 53 watts,
in 1-watt steps) dozens of times. We have plotted the
percentage of times in which each comparison stimulus
was judged to be ‘brighter’ than the standard. In order to
determine the jnd, two points are estimated, one at
75 percent and the other at 25 percent on the ‘percent
brighter’ axis. Psychologists have agreed that half of this
distance in stimulus intensity units will be considered to
be the just noticeable difference. In this case, then, the
estimated jnd is (51— 49)/2 = 1 watt. If an individual’s
sensitivity to change is high, meaning that he or she can
notice tiny differences between stimuli, the estimated
value of the jnd will be small. On the other hand, if
sensitivity is not as high, the estimated jnd’s will be larger.

This kind of experiment was first carried out about a
century and a half ago, by two German scientists: Ernst
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Just noticeable differences (jnd) for various sensory
qualities (expressed as the percentage change required
for reliable change detection)

Quality Just noticeable difference (jnd)
Light intensity 8%
Sound intensity 5%
Sound frequency 1%
Odor concentration 15%
Salt concentration 20%
Lifted weights 2%
Electric shock 1%

Heinrich Weber, a physiologist, and Gustav Fechner, a
physicist. Their seminal finding was that the larger the
value of the standard stimulus, the less sensitive the
sensory system is to changes in intensity. Actually, under
a wide range of circumstances, the relation is more
precise and is this: The intensity by which the standard
must be increased to be noticed is proportional to the
intensity of the standard. For example, if a room con-
tained 25 lit candles and you could just detect the
addition of two candles — that is, 8 percent more — then if
the room contained 100 candles it would require an
additional 8% x 100 = 8 candles for you to be able to
detect the change. This proportional relation has come
to be known as the Weber-Fechner law, and the constant
of proportionality (8% in our light bulb example) is
referred to as the .

Table 4.2 shows some typical jnd’s for different sen-
sory qualities, expressed in terms of the Weber fraction.
Table 4.2 shows, among other things, that we are gen-
erally more sensitive to changes in light and sound - that
is, we can detect a smaller increase — than is the case with
taste and smell. These values can be used to predict how
much a stimulus will need to be changed from any level of
intensity in order for people to notice the changes reliably.
For example, if a theater manager wished to produce a
subtle but noticeable change in the level of lighting on
a stage, he or she might increase the lighting level
by 10 percent. This would mean a 10-watt increase if a
100-watt bulb was being used to begin with, but it would
mean a 1,000-watt increase if 10,000 watts were already
flooding the stage. Similarly, if a soft-drink manufacturer
wanted to produce a beverage that tasted notably sweeter
than a competitor they could employ the Weber fraction
for sweetness for this purpose. This leads to a final
important point regarding psychophysical procedures:
they often have direct and useful applications to the real
world. For instance, Twinkies (a popular American snack
cake) include the ingredients sodium stearol lactylate,
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polysorbate 60, and calcium sulphate. It is unlikely that
these substances taste good; however, if the manufacturer
is careful to keep the intensities below the absolute taste
threshold they can be added as preservatives without fear
of degrading the taste.

Suprathreshold sensation

Knowledge of sensory thresholds in vision and other sen-
sory modalities is important in understanding the funda-
mentals of how sense organs are designed — for example,
the knowledge that a molecule of light-sensitive pigment in
the eye responds to a single photon of light is an important
clue in understanding how the light-sensitive pigments
work. However, quite obviously, most of our everyday
visual behavior takes place in the context of above-
threshold or conditions. Beginning with
Weber and Fechner in the mid-nineteenth century, scien-
tists have been investigating the relation between supra-
threshold stimulus intensities and corresponding sensory
magnitudes by presenting stimuli of various intensities to
humans and attempting to measure the magnitude of the
humans’ responses to them.

Imagine yourself in the following experiment. You sit
in a dimly lit room looking at a screen. On each of a series
of trials, a small spot of light appears on the screen. The
spot differs in physical intensity from one trial to the next.
Your job is to assign a number on each trial that reflects
how intense that trial’s light spot appears to you. So to a
very dim light you might assign a ‘1’ while to a very bright
light, you might assign 100°. Figure 4.3 shows typical
data from such an experiment.
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Figure 4.3 Psychophysical Data from a Magnitude-
Estimation Experiment. Plotted on the vertical axis is the
average magnitude estimate given by the observer; on the hor-
izontal axis is the measure of the magnitude of the physical
stimulus. Such a graph may be obtained for any stimulus
dimension the observer can perceive.
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In the mid-twentieth century, the American psycholo-
gist S. S. Stevens carried out an intensive investigation of
suprathreshold sensation using this kind of experiment.
To interpret his data, Stevens derived a law, bearing his
name, from two assumptions. The first assumption is that
the Weber-Fechner law, described above, is correct; that
is, a jnd above some standard stimulus is some fixed
percentage of the standard. The second assumption is that
psychological intensity is appropriately measured in units
of jnd’s (just as distance is appropriately measured in
meters or weight is appropriately measured in grams).
This means, for example, that the difference between four
and seven jnd’s (i.e., three jnd’s) would to an observer be
the same as the difference between ten and thirteen jnd’s
(also three). We will skip the mathematical derivations
and go straight to the bottom line: Stevens’ Law, implied
by these assumptions, is that perceived psychological
magnitude (V) is a of physical magnitude
(®@). By this is meant that the relation between W and @ is
(basically), ¥ = ¢" where r is an unique to each
sensory modality. The function shown in Figure 4.3 is a
power function with an exponent of 0.5 (which means
that W is equal to the square root of ).

Stevens and others have reported literally thousands of
experiments in support of the proposition that the rela-
tion between physical and psychological intensity is a
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Figure 4.4 Psychophysical Data from a Magnitude-
Estimation Experiment. Here different curves are shown for
different sensory modalities that entail different exponents. An
exponent less than 1.0 produces a concave-down curve, an
exponent of 1.0 produces a linear curve, and an exponent
greater than 1.0 produces a concave-up curve.
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power function. It is of some interest to measure the value
of the exponent for various sensory dimensions. The
mathematically astute among you have probably noticed
that a power function is quite different depending on
whether r, the exponent, is less than or greater than 1.0.
As illustrated in Figure 4.4, a power function with a less-
than-1 exponent, such as that corresponding to loudness,
is concave down; that is, increasing levels of physical
intensity lead to progressively smaller increases in sensa-
tion. In contrast, a power function with a greater-than-1
exponent, such as that corresponding to electric shock,
is concave up; that is increasing levels of physical inten-
sity lead to progressively greater increases in sensation.
The exact reasons why the exponents differ among the
sensory modalities is not known. It is interesting to note,
however, that relatively benign sensory modalities such as
light intensities have less-than-1 exponents, while rela-
tively harmful sensory modalities such as electric shock
have greater-than-1 exponents. This configuration proba-
bly serves adaptive purposes. For relatively ‘benign’ moda-
lities such as light intensity, the relation between physical
intensity and the psychological response simply conveys
useful information that may or may not be immediately
relevant: for instance, a loud train whistle, bespeaking a
nearby train, signals a greater need to be cautious than a
softer whistle indicating that the train is far away. How-
ever, a modality like pain signals the need for immediate
action, and it would make sense to make it as obvious to the
perceiver as possible that such action should be taken
because bodily harm is likely: if your finger accidentally
comes in contact with a red-hot coal, it is important that
this highly pain-evoking stimulus produce a very high
response; otherwise loss of life or limb could result!

Signal detection theory

At first glance, it may appear as if a sensory system’s job
is a simple one: if something important is there — say a
malignant tumor in a lung — then register its presence via
the sensory information that it provides so that the
observer can take appropriate action, such as consider
possible treatments.

In reality, however, life is not that simple because, as
any communications engineer will tell you, information of
any sort consists of both and . Do not be
confused by the term ‘noise’ which in common language
refers to the auditory domain only (as in “There’s an awful
lot of unpleasant noise coming from that party across the
street!’). In the world of science, however, ‘signal’ refers to
the important relevant part of the information, while
‘noise’ refers to the unimportant and irrelevant part of the
information. As we shall demonstrate below in the visual
modality, noise occurs as part of any kind of information.
Critically, in any modality, the task of the detector is to
separate out the signal which it wants from the noise
which can obscure and disguise it.
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To illustrate this problem in a real-life context we will Consider first the left panel of Figure 4.5. As indicated,
describe an American medical malpractice lawsuit. A there is, in this panel, only noise (we know this is true
radiologist, Dr. A, examined a chest X-ray of a patient, because we created it that way). Would you indicate that
Mr. P, during a routine medical exam. Sadly, there was a the signal was present? Well there’s not much evidence for
small but cancerous tumor in Mr. P’s chest, undetected by the small diamond (as indeed there shouldn’t be since
Dr. A that, three years later, had grown substantially and actually there isn’t one). There is, however, a random
resulted in Mr. P’s death. Mr. P’s family filed the lawsuit collection of noise over at the right, indicated by the arrow
against Dr. A, asserting that the tumor had been detect- in the left panel that maybe could be the sought-after sig-
able in the original X-ray and that Dr. A should have nal, and perhaps you might incorrectly choose it — or
detected it. During the ensuing trial Mr. P’s family called maybe you’d correctly decide that there’s only noise. In the
upon another radiologist, Dr. B, as an expert witness. As middle panel, a weak signal is present, also indicated by an
part of his preparation, Dr. B first viewed recent X-rays, arrow. In this case, you might correctly choose it, or may
taken just before Mr. P’s death, in which the tumor, large still feel that it’s only noise and incorrectly claim there to be
and ominous at that point, was clearly visible. Dr. B then only noise. Finally, the right panel shows a strong signal,
viewed the original X-ray — the one seen by Dr. A — and which you would probably correctly detect as a signal.
easily ‘detected’ the then-smaller tumor that Dr. A had
missed. Dr. B’s conclusion was that, because he, Dr. B, Hits and false alarms
was able to detect the tumor in the original X-ray, Dr. A Now suppose that you are given a whole series of stimuli
should have also detected it, and Dr. A, in missing it, was like the ones in Figure 4.5. Some, like the left panel,
therefore negligent. contain only noise while others, like the right panel,

This case raises several interesting issues in the domain of contain noise plus signal. Your task is to say ‘yes’ to those
sensation and perception. One, roughly characterized as containing signal and ‘no’ to those containing only noise.
‘hindsight is 20-20°, will be discussed in the next chapter. In Of importance is that it is not possible to carry out this
this chapter however, we will focus on another issue which task perfectly. To see why this is, look at the left panel of
is the distinction between sensation and bias. To understand Figure 4.5, which contains only noise. You might, upon
this distinction, let’s consider generally the task of a radi- inspecting it, think it contains a signal — for instance, the
ologist viewing an X-ray trying to determine whether it is area indicated by the arrow which resembles the kind of
normal, or whether it shows the presence of a tumor. In black blob that you are seeking. So you might reasonably
scientific language, this task is, as we’ve just noted, one of respond ‘yes’ to it, in which case you would be incorrect. If
trying to detect a signal embedded in noise. This concept is you did this, you would make an error that is referred to as
illustrated in Figure 4.5. There are three panels of in the a false alarm.
figure, each of which has the same background, which In the kind of signal-detection experiment that we have
consists of random-visual noise. Suppose that your task was just described, we could measure the proportion of noise-
to decide whether there was a small black generally dia- only trials that result in an incorrect ‘yes response’. This
mond-shaped blob embedded somewhere in this noise. This proportion is referred to as the false-alarm rate. We can
task is strongly analogous to the radiologist’s task of finding also measure the proportion of noise-plus-signal trials
a poorly defined tumor in an X-ray. that result in a correct ‘yes’ response. Such responses are

COURTESY OF GEOFFREY LOFTUS

Figure 4.5 Examples of Signals Embedded in Noise. Fach panel shows a background of random noise. In the left panel, there is no
signal, although the small blob indicated by the arrow may look like a signal. In the middle panel, there is a low signal added, indicated by
the arrow. In the right panel, the signal is strong and obvious.
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referred to as hits, and the proportion of hits is referred to
as the

We now have a powerful tool to investigate the sensi-
tivity of some sense organ. We know that if no signal is there
to be detected, the observer says ‘yes’ anyway with some
probability equal to the false-alarm rate. So we infer that the
observer does detect a signal only under those conditions
that the hit rate exceeds the false-alarm rate. If the hit rate
exceeds the false-alarm rate by a lot, we infer that sensitivity
is high. If the hit rate exceeds the false-alarm rate by only a
little, we infer that sensitivity is low. If the hit rate equals the
false-alarm rate, we infer the sensitivity is zero.

Notice something interesting here. An observer is at liberty
to choose what his or her false-alarm rate will be. Imagine
two hypothetical observers, Charlotte and Linda, who are
equally good at detecting signals, but who differ in an
important way. In particular, Charlotte is a ‘conservative’
observer — that is, Charlotte requires a lot of evidence to
claim that a signal is present. Charlotte will say ‘yes’
infrequently which means that she will have a low false-
alarm rate, but also a low hit rate. Suppose in contrast that
Linda is a ‘liberal’ observer — she will claim ‘signal’ given
the slightest shred of evidence for a signal. Linda, in other
words, will say ‘yes’ frequently which will endow her with
a high false-alarm rate, but also with a high hit rate.

The most useful characteristic of a signal-detection
analysis is that it allows separation of (referred to
as B) and (referred to as d’, pronounced ‘dee-
prime’). In our Charlotte-Linda example, Charlotte and
Linda would be determined to have equal sensitivities,
even though they have quite different bias values.

Let’s conclude this discussion by going back to the
medical-malpractice lawsuit that we described earlier.
Notice that there are two observers: Dr. A and Dr. B. The
suit alleges that Dr. A has poor sensitivity — poor ability to
detect a tumor — compared to Dr. B and it is for this reason
(essentially) that Dr. A is alleged to have been negligent.
However, we can now see that this conclusion doesn’t
necessarily follow from the fact that Dr. A didn’t detect the
original tumor while Dr. B did detect it. It is equally plau-
sible that Dr. B simply had more of a bias to say ‘yes I detect
a tumor’ than did Dr. A. This explanation actually makes a
good deal of sense. Psychologists have discovered that, in a
signal-detection situation, a number of factors influence
bias, including : Reasonably enough, the greater
the observer’s expectation that a signal will be present, the
greater is the observer’s bias to respond ‘yes’. And, of
course, Dr. B had good reason to expect the presence of a
tumor, whereas Dr. A had very little reason to expect it.

Sensory coding

A 1966 movie titled Fantastic Voyage featured a sub-
marine carrying a collection of B-list actors, shrunk by a
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technological miracle to microscopic size, and inserted
into a human body with the intent of traveling to the
brain to destroy a life-threatening blood clot. Among the
film’s many inadvertently comical features was a scene in
which a series of large, red, amorphous blobs are seen
whizzing past the window, in response to which one of
the characters exclaims, “There’s light going to the brain;
we must be near the eye!’

While (maybe) good theater, this scene violates the
main feature of how sensory systems work: it confuses the
original information from the world (red light in this
instance) with the representation of light in the brain
which, as with all sensory systems, is a pattern of neural
activity. As described in Chapter 2, all information
transmission in the brain is carried out by neural impulses
which means that, for instance, the conscious perception
of red light doesn’t issue directly from red light pulsing
through the brain’s innards (as in Fantastic Voyage), but
rather from a particular pattern of neural impulses that is
triggered by the arrival of red light at the eye. This is true
with all sensory systems. Imagine, unpleasant though it
may be, the excruciating pain that would result from
accidentally touching a red-hot fire poker. It may seem as
if the conscious experience of pain comes from the poker
itself and the associated damage to your skin. But in fact,
the conscious experience is due entirely to the resulting
pattern of neuronal activity in your brain. We’ll discuss
this very issue later in the ‘Cutting Edge Research’ section
of this chapter.

But for the moment, back to basics. Each sensory
system has two fundamental problems that it has to solve:
first, how to translate incoming physical information, for
example light, to an initial neural representation and
second how to encode various features of the physical
information (e.g., intensity, hue) to a corresponding
neural representation. In this section we will address these
questions of sensory coding.

The first problem is addressed by the use of specialized
cells in the sense organs called receptors. For instance the
receptors for vision, to which we briefly alluded earlier,
are located in a thin layer of tissue on the inside of the eye.
Each visual receptor contains a chemical that reacts to
light, which in turn triggers a series of steps that results in a
neural impulse. The receptors for audition are fine hair
cells located deep in the ear; vibrations in the air bend these
hair cells, thus creating a neural impulse. Similar descrip-
tions apply to the other sensory modalities.

A receptor is a specialized kind of nerve cell or neuron
(see Chapter 2); when it is activated, it passes its electrical
signal to connecting neurons. The signal travels until it
reaches its receiving area in the cortex, with different sen-
sory modalities sending signals to different receiving areas.
Somewhere in the brain the electrical signal results in the
conscious sensory experience that, for example underlies
responses in a psychophysical experiment. Thus, when we
experience a touch, the experience is occurring in our



CHARACTERISTICS OF SENSORY MODALITIES

117

brain, not in our skin. One demon-
stration of this comes from the
Canadian brain surgeon Wilder
Penfield. During brain surgeries on
awake patients he sometimes electri-
cally stimulated the surface of a
region of the parietal lobe called pri-
mary somatic sensory cortex with an
electrode; patients reported feeling a
tingling sensation in a specific loca-
tion on their bodies (Penfield &
Rasmussen, 1950). As he moved his
electrode along this strip of cortex the
patients felt the tingling move along
their bodies. In normal life, the elec-
trical impulses in the brain that
mediate the experience of touch are
themselves caused by electrical
impulses in touch receptors located in
the skin. Penfield apparently stimu-
lated the brain regions where those
impulses are received and converted

oscilloscope.

into touch experiences. Similarly, our experience of a bitter
taste occurs in our brain, not in our tongue; but the brain
impulses that mediate the taste experience are themselves
caused by electrical impulses in taste receptors on the
tongue. In this way our receptors play a major role in
relating external events to conscious experience. Numerous
aspects of our conscious perceptions are caused by specific

neural events that occur in the receptors.

Coding of intensity and quality

Our sensory systems evolved to pick up information
about objects and events in the world. What kind of
information do we need to know about an event such as a
brief flash of a bright red light? Clearly, it would be useful
to know its intensity (bright), quality (red), duration
(brief), location, and time of onset. Each of our sensory
systems provides some information about these various
attributes, although most research has focused on the

attributes of intensity and quality.

When we see a bright red color patch, we experience
the quality of redness at an intense level; when we hear a
faint, high-pitched tone, we experience the quality of the
pitch at a nonintense level. The receptors and their neural
pathways to the brain must therefore code both intensity
and quality. How do they do this? Researchers who study
these coding processes need a way of determining which
specific neurons are activated by which specific stimuli.
The usual means is to record the electrical activity of
single cells in the receptors and neural pathways to the
brain while some subject (which, in the case of single-cell
recording, is generally an animal such as a cat or a
monkey) is presented with various inputs or stimuli. By
such means, one can determine exactly which attributes

of a stimulus a particular neuron is responsive to.
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Figure 4.6 Single-Cell Recording. An anesthetized monkey is placed in a device that
holds its head in a fixed position. A stimulus, often a flashing or moving bar of light, is
projected onto the screen. A microelectrode implanted in the visual system of the monkey
monitors activity from a single neuron, and this activity is amplified and displayed on an

A typical single-cell recording experiment is illustrated
in Figure 4.6. This is a vision experiment, but the proce-
dure is similar for studying other senses. Before the
experiment, the animal (in this case a monkey) has
undergone a surgical procedure in which thin wires are
inserted into selected areas of its visual cortex. The thin
wires are microelectrodes, insulated except at their tips,
that can be used to record electrical activity of the neurons
they are in contact with. They cause no pain, and the
monkey moves around and lives quite normally. During
the experiment, the monkey is placed in a testing apparatus
and the microelectrodes are connected to recording and
amplifying devices. The monkey is then exposed to various
visual stimuli on a computer-controlled monitor. For each
stimulus, the researcher can determine which neurons
respond to it by observing which microelectrodes produce
sustained outputs. Because the electrical outputs are tiny,
they must be amplified and displayed on an oscilloscope,
which converts the electrical signals into a graph of the
changing electrical voltage. Most neurons emit a series of
nerve impulses that appear on a second computer screen in
whatever format the experimenter wishes. Even in the
absence of a signal (i.e., even in a noise-only situation),
many cells will respond at a slow rate. If a signal to which
the neuron is sensitive is presented, the cells respond faster.
This is the most fundamental neural correlate of the signal-
detection situation that we described above.

With the aid of single-cell recordings, researchers have
learned a good deal about how sensory systems code
intensity and quality. The primary means for coding the
intensity of a stimulus is via the number of neural
impulses in each unit of time, that is, the rate of neural
impulses. We can illustrate this point with the sense of
touch. If someone lightly touches your arm, a series of
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Figure 4.7 Coding Intensity. Responses of a nerve fiber from
the skin to (a) soft, (b) medium, and (c) strong pressure applied to
the fiber’s receptor. Increasing the stimulus strength increases
both the rate and the regularity of nerve firing in this fiber.

electrical impulses are generated in a nerve fiber. If the
pressure is increased, the impulses remain the same in size
but increase in number per unit of time (see Figure 4.7).
The same is true for other sensory modalities. In general,
the greater the intensity of the stimulus, the higher the
neural firing rate; and in turn, the greater the firing rate,
the greater the perceived magnitude of the stimulus.

The intensity of a stimulus can also be coded by other
means. One alternative is coding by the
of the electrical impulses. At low intensities, nerve
impulses are further apart in time, and the length of time
between impulses is variable. At high intensities, though,
the time between impulses may be quite constant (see
Figure 4.7). Another alternative is coding by number of
neurons activated: The more intense the stimulus, the
more neurons are activated.

Coding the quality of a stimulus is a more complex
matter. The key idea behind coding quality was proposed
by Johannes Miiller in 1825. Miiller suggested that the
brain can distinguish between information from different
sensory modalities — such as lights and sounds — because
they involve different sensory nerves (some nerves lead to
visual experiences, others to auditory experiences, and so
on). Miller’s idea of specific nerve energies received support
from subsequent research demonstrating that neural path-
ways originating in different receptors terminate in different
areas of the cortex. It is now generally agreed that the brain
codes the qualitative differences between sensory modalities
according to the specific neural pathways involved.

But what about the distinguishing qualities within a
sense? How do we tell red from green or sweet from sour?
It is likely that, again, the coding is based on the specific
neurons involved. To illustrate, there is evidence that we
distinguish between sweet and sour tastes by virtue of the
fact that each kind of taste has its own nerve fibers. Thus,
sweet fibers respond primarily to sweet tastes, sour fibers
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primarily to sour tastes, and ditto for salty fibers and
bitter fibers.

Specificity is not the only plausible coding principle. A
sensory system may also use the pattern of neural firing to
code the quality of a sensation. While a particular nerve
fiber may respond maximally to a sweet taste, it may
respond to other tastes as well, but to varying degrees.
One fiber may respond best to sweet tastes, less to bitter
tastes, and even less to salty tastes; a sweet-tasting stim-
ulus would thus lead to activity in a large number of
fibers, with some firing more than others, and this par-
ticular pattern of neural activity would be the system’s
code for a sweet taste. A different pattern would be the
code for a bitter taste. As we will see when we discuss the
senses in detail, both specificity and patterning are used in
coding the quality of a stimulus.

INTERIM SUMMARY

® The senses include the four traditional ones of seeing,
hearing, smell, and taste, plus three ‘touch’ sensations,
pressure and temperature, and pain, plus the body
Senses.

® Sensations are psychological experiences associated
with simple stimuli, that have not, as yet, been endowed
with meaning.

® For each sense, two kinds of threshold sensitivity can be
defined: absolute threshold (the minimum amount of
stimulus energy reliably registers on the sensory organ)
and difference threshold (the minimum difference
between two stimuli that can be reliably distinguished
by the sensory organ).

® The psychophysical function is the relation between
stimulus intensity and the magnitude of sensation for
above-threshold (‘suprathreshold’) stimulli.

® Sensation is often viewed as the process of detecting a
signal that is embedded in noise. In some cases, a
signal may be falsely ‘detected’ even when only noise is
present — a false alarm. Correctly detecting a signal that
is present is a hit. The difference between hits and false
alarms is a measure of the magnitude of the stimulus’s
effect on the sensory organ. The use of signal-detection
theory allows the process of detecting a stimulus to be
separated into two numbers, one representing the
observer’s sensitivity to the signal and the other
representing the observer’s bias to respond ‘signal
present’.

® FEvery sensory modality must recode or transduce the
physical energy engendered a stimulus into neural
impulses. The nature of such coding, unique to each
sensory modality, must encode both stimulus intensity,
along with various qualitative characteristics of the
stimulus.
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CRITICAL THINKING QUESTIONS

1 How might you use measurements of the just noticeable
difference (jnd) in loudness to describe the change in the
auditory environment caused by the addition of a new
airline to those serving your local airport? Would you be
able to explain your measurement method to a panel of
concerned citizens?

2 In the text we described a radiologist, Dr. A, who was
accused of missing a tumor in an x-ray, and Dr. B., the
expert witness in the resulting lawsuit, who claimed that
the tumor was clearly visible. Dr. B’s implicit conclusion
is that Dr. A is not as good as detecting tumors as
is he, Dr. B. State clearly why Dr. B’s conclusion is
flawed given the available information, and design
two experiments: the first addressing the issue of
whether Dr. B perceives tumors better than Dr. A,
and the second addressing how easy it would be for
radiologists in general to have detected the original
tumor missed by Dr. A.

VISION

Humans are generally credited with the following senses:
(a) vision; (b) audition; (c) smell; (d) taste; (e) touch (or the
skin senses); and (f) the body senses (which are responsible
for sensing the position of the head relative to the trunk,
for example). Since the body senses do not always give rise
to conscious sensations of intensity and quality, we will
not consider them further in this chapter.

Only vision, audition, and smell are capable of obtain-
ing information that is at a distance from us, and of this
group, vision is the most finely tuned in humans. In this
section we first consider the nature of the stimulus energy
to which vision is sensitive; next we describe the visual
system, with particular emphasis on how its receptors
carry out the transduction process; and then we consider
how the visual modality processes information about
intensity and quality.

Light and vision

Each sense responds to a particular form of physical
energy, and for vision the physical stimulus is light. Light is
a form of electromagnetic energy, energy that emanates
from the sun and the rest of the universe and constantly
bathes our planet. Electromagnetic energy is best con-
ceptualized as traveling in waves, with wavelengths (the
distance from one crest of a wave to the next) varying
tremendously from the shortest cosmic rays (4 trillionths
of a centimeter) to the longest radio waves (several
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kilometers). Our eyes are sensitive to only a tiny portion of
this continuum: wavelengths of approximately 400 to
700 nanometers, where a nanometer is a billionth of a
meter. Visible electromagnetic energy — light — therefore
makes up only a very small part of electromagnetic energy.

The visual system

The human visual system consists of the eyes, several
parts of the brain, and the pathways connecting them.
Go back to Figure 2.14 (visual pathways figure) for a
simplified illustration of the visual system and notice in
particular that (assuming you’re looking straight ahead)
the right half of the visual world is initially processed by
the left side of the brain and vice-versa.

The first stage in vision is, of course, the eye, which
contains two systems: one for forming the image and
the other for transducing the image into electrical
impulses. The critical parts of these systems are illustrated
in Figure 4.8.

An analogy is often made between an eye and a cam-
era. While this analogy is misleading for many aspects of
the visual system, it is appropriate for the image-forming
system, whose function is to focus light reflected from an
object so as to form an image of the object on the ,

Cornea
Aqueous humor Pubil
Ciliary body ‘ upt / Iris

Retina Visual axis
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Figure 4.8 Top View of the Right Eye. Light entering the eye
on its way to the retina passes through the cornea, the aqueous
humor, the lens, and the vitreous humor. The amount of light
entering the eye is regulated by the size of the pupil, a small hole
toward the front of the eye formed by the iris. The iris consists of
a ring of muscles that can contract or relax, thereby controlling
pupil size. The iris gives the eyes their characteristic color (blue,
brown, and so forth).
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Figure 4.9 Image Formation in the Eye. Some of the light
from an object enters the eye, where it forms an image on the
retina. Both the cornea and the lens bend the light rays, as
would a lens in a telescope. Based purely on optical consid-
erations we can infer that the retinal image is inverted.

which is a thin layer of tissue at the back of the eyeball
(see Figure 4.9). The image-forming system itself consists
of the cornea, the pupil, and the lens. The cornea
is the transparent front surface of the eye: Light
enters here, and rays are bent inward by it to
begin the formation of the image. The lens
completes the process of focusing the light on the
retina (see Figure 4.9). To focus on objects at
different distances, the lens changes shape. It
becomes more spherical for near objects and
flatter for far ones. In some eyes, the lens does
not become flat enough to bring far objects into
focus, although it focuses well on near objects;
people with eyes of this type are said to be
myopic (nearsighted). In other eyes, the lens does
not become spherical enough to focus on near
objects, although it focuses well on far objects;
people with eyes of this type are said to be
hyperopic (farsighted). As otherwise normal
people get older (into their 40s) the lens loses
much of its ability to change shape or focus at all.
Such optical defects can of course, generally be
corrected with eyeglasses or contact lenses.

The pupil, the third component of the image-
forming system, is a circular opening between the
cornea and the lens whose diameter varies in
response to the level of light present. It is largest
in dim light and smallest in bright light, thereby
helping to ensure that enough light passes
through the lens to maintain image quality at
different light levels.

All of these components focus the image on
the retina. There the transduction system takes
over. This system begins with various types of
neural receptors which are spread over the retina,
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somewhat analogously to the way in
which photodetectors are spread over
the imaging surface of a digital cam-
era. There are two types of receptor
cells, rods and cones, so called
because of their distinctive shapes,
shown in Figure 4.10. The two
kinds of receptors are specialized
for different purposes. Rods are spe-
cialized for seeing at night; they
operate at low intensities and lead to
low-resolution, colorless sensations.
Cones are specialized for seeing dur-
ing the day; they respond to high
intensities and result in high-resolu-
tion sensations that include color.
The retina also contains a network of
other neurons, along with support
cells and blood vessels.

When we want to see the details of an object, we
routinely move our eyes so that the object is projected
onto a small region at the center of the retina called the

fovea. The reason we do this has to do with the
Amacrine cell Bipolar cell Rod
Il Ganglion cell Il Horizontal cell [ Cone
Light

Figure 4.10 A Schematic Picture of the Retina. This is a schematic
drawing of the retina based on an examination with an electron microscope.
The bipolar cells receive signals from one or more receptors and transmit
those signals to the ganglion cells, whose axons form the optic nerve. Note
that there are several types of bipolar and ganglion cells. There are also
sideways or lateral connections in the retina. Neurons called horizontal cells
make lateral connections at a level near the receptors, neurons called ama-

crine cells make lateral connections at a level near the ganglion cells.

(J. E. Dowling and B. B. Boycott (1969) ‘Organization of the Primate Retina’ from
Proceedings of the Royal Society of London, Series B, Vol. 166, pp. 80-111. Adapted
by permission of the Royal Society of London.)
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Figure 4.11 Visual Acuity Decreases in the Periphery. Letter
sizes have been scaled so that when the central A is looked at
directly, all the other letters are approximately equally easy to
read.

distribution of receptors across the retina. In the fovea,
the receptors are plentiful and closely packed; outside the
fovea, on the periphery of the retina, there are fewer
receptors. More closely packed receptors means higher
resolution, as, analogously, a computer monitor set to
more pixels per screen (e.g., one set to 1,600 x 1,200) has
a higher resolution than when it is set to fewer pixels per
screen (e.g., 640 x 480). The high-density fovea is
therefore the highest-resolution region of the fovea, the
part that is best at seeing details. To get a sense of how
your perception of detail changes as an image is moved
away from your fovea, look at Figure 4.11 and keep your

a)

b)

Figure 4.12 Locating Your Blind Spot. (a) With your right eye closed, stare at the cross in
the upper right-hand corner. Put the book about a foot from your eye and move it forward and
back. When the blue circle on the left disappears, it is projected onto the blind spot.

(b) Without moving the book and with your right eye still closed, stare at the cross in the lower
right-hand corner. When the white space falls in the blind spot, the blue line appears to be
continuous. This phenomenon helps us understand why we are not ordinarily aware of the
blind spot. In effect, the visual system fills in the parts of the visual field that we are not sensitive

to; thus, they appear to be a part of the surrounding field.
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K

eyes trained on the central letter (A). The sizes of the
surrounding letters have been adjusted so that they are all
approximately equal in visibility. Note that in order to
achieve equal visibility, the letters on the outer circle must
be about ten times larger than the central letter.

Given that light reflected from an object has made
contact with a receptor cell, how does the receptor
transduce the light into electrical impulses? The rods and
cones contain chemicals, called photopigments, that
absorb light. Absorption of light by the photopigments
starts a process that eventuates in a neural impulse. Once
this step is completed, the electrical impulses
must make their way to the brain via connecting neurons.
The responses of the rods and cones are first transmitted
to bipolar cells and from there to other neurons called
ganglion cells (refer to Figure 4.10). The long axons of the
ganglion cells extend out of the eye to form the optic
nerve to the brain. At the place where the optic nerve
leaves the eye, there are no receptors; we are therefore
blind to a stimulus in this region (see Figure 4.12). We do
not notice this hole in our visual field — known as the
blind spot — because the brain automatically fills it in
(Ramachandran & Gregory, 1991).

Seeing light

Our sensitivity to light is determined by the rods and
cones. There are three critical differences between rods
and cones that explain a number of phenomena involving
perceived intensity, or brightness. The first difference is
that rods and cones are activated under different levels of
light. In broad daylight or in a well-lit room, only the
cones are active; the rods send no meaningful neural
signals. On the other hand, at night under a quarter moon
or in a dimly lit room, only the
rods are active.

A second difference is that
cones and rods are specialized for
different tasks. This can be seen
in the way they are connected to
ganglion cells, as illustrated in
Figure 4.13. The left side of the
figure shows three adjacent
cones, each of which is connected
to a single ganglion cell. This
means that if a cone receives
light it will increase the activity
of its corresponding ganglion
cell. Each ganglion cell is con-
nected to its nearest neighbor by
a connection that decreases the
activity of that neighboring cell;
it is also connected to the visual
area of the brain by a long axon.
Together these axons form the
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number of cones in the periphery (see
Spot of light Figure 4.11). A consequence of the
shines onto distribution of rods can be seen when

cones and rods

viewing stars at night. You may have
noticed that in order to see a dim star
as clearly as possible it is necessary to
look slightly to one side of the star.
This ensures that the maximum pos-

|

Ganglion
Ce”S o \\_/ \\_/ \\_/
y \3 \ %
Receptors y
Cones

Figure 4.13 How Cones and Rods Connect to Ganglion
Cells. This diagram shows a single spot of light shining onto a
cone and a rod. To simplify matters, we have omitted several
other types of cells located between receptors and ganglion
cells. Arrows represent a signal to increase neuronal firing. Dots
represent a signal to decrease neuronal firing. The long arrows
emanating from the ganglion cells are axons that become part of
the optic nerve.

optic nerve. The right side of the figure shows three
adjacent rods, each of which is connected to three gan-
glion cells. Here, however, there are no connections
among ganglion cells that decrease neural activity.

To understand the implications of these wiring differ-
ences, suppose that a single spot of light was presented to
either the cones or the rods. When it was presented to the
cones, only one of the ganglion cells, corresponding to the
location of the spot, would respond. However, when a
spot of light was presented only to the rods, it would
cause up to three ganglion cells to increase their activity.
This combined activity would help ensure that the signal
reached the brain, but it would also mean that there
would be considerable uncertainty about the exact loca-
tion of the spot of light. Thus, the connections among
ganglion cells associated with cones help ensure detailed
form perception under well-lit conditions, whereas the
convergence of many rods on a single ganglion cell helps
ensure sensitivity to light under low lighting conditions.
Thus you can do tasks requiring high resolution, such as
reading fine print, only in reasonably well lit conditions in
which the cones are active.

A third difference is that rods and cones are con-
centrated in different locations on the retina. The fovea
contains many cones but no rods. The periphery, on the
other hand, is rich in rods but has relatively few cones.
We have already seen one consequence of the smaller
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sible number of rods are activated by
‘ the light from the star.

Imagine yourself entering a dark
movie theater from a bright street. At
first you can see hardly anything in the
dim light reflected from the screen.
However, in a few minutes you are
able to see well enough to find a seat.
Eventually you are able to recognize
faces in the dim light. This change
in your ability to see in the dark is referred to as
: As you spend time in the dark, two processes

occur that account for it. One, which we’ve already men-
tioned, is that the eye’s pupil changes size — it enlarges
when the surrounding environment becomes dark. More
importantly, there are photochemical changes in the
receptors that increase the receptors’ sensitivity to light.

Figure 4.14 shows a : It shows
how the absolute threshold decreases with the length of
time the person is in darkness. The curve has two limbs.
The upper limb reflects adaptation of the cones, which
takes place quite rapidly — cones are fully adapted within
about five minutes. While the cones are adapting, the rods
are also adapting, but more slowly. Eventually, the
rod adaptation ‘catches up’ with the already-complete
cone adaptation, but the rods then continue to adapt for
an additional 25 minutes or so which accounts for the
second limb of the dark-adaptation curve.

Rods

Seeing patterns

refers to the eye’s ability to resolve details.
There are several ways of measuring visual acuity, but
the most common measure is the familiar eye chart
found in optometrists’ offices. This chart was devised by
Herman Snellen in 1862. Snellen acuity is measured
relative to a viewer who does not need to wear glasses.
Thus, an acuity of 20/20 indicates that the viewer is able
to identify letters at a distance of 20 meters that a typical
viewer can read at that distance. An acuity of 20/100
would mean that the viewer can only read letters at
20 meters that are large enough for a typical viewer to
read at a distance of 100 meters. In this case, visual
acuity is less than normal.
There are a number of reasons why the Snellen chart is
not always the best way to measure acuity. First, the



VISION | 123

100,000

)
2 10,000 —
E,E , Cones
£E 1,000 -
-5 »)
L o )
23 \
TR 100 &
53 \
g~ N
= 10 Rod
- ods

a\’\ T
1 ’T\ 0
0 10 20 30 40
Time in darkness
(minutes)

Figure 4.14 The Course of Dark Adaptation. Subjects look at
a bright light until the retina has become light adapted. When the
Subjects are then placed in darkness, they become increasingly
sensitive to light, and their absolute thresholds decrease. This is
called light adaptation. The graph shows the threshold at differ-
ent times after the adapting light has been turned off. The green
data points correspond to threshold flashes whose color could
be seen; the purple data points correspond to flashes that
appeared white regardless of the wavelength. Note the sharp
break in the curve at about 10 minutes, this is called the rod-cone
break. A variety of tests show that the first part of the curve is due
to cone vision and the second part to rod vision. (Data are
approximate, from various determinations.)
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Figure 4.15 Some Typical Forms Used in Tests of Visual
Acuity. Arrows point to the details to be discriminated in each
case.

method is not good for young children or other people
who do not know how to read. Second, the method is
designed to test acuity only for objects seen at a distance
(e.g., 10 meters); it does not measure acuity for reading
and other tasks involving near distances. Third, the
method does not distinguish between

(the ability to see details of form) and (the
ability to see differences in brightness). Figure 4.15 pres-
ents examples of typical forms used in tests of visual
acuity, with arrows pointing to the critical detail to be
detected. Notice that each detail is merely a region of the
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Figure 4.16 The Hermann Grid. The gray smudges seen at the
white intersections are illusionary. They are seen by your eye and
brain but are not on the page. To convince yourself that they are
not really there, move your eyes to the different intersections. You
will note that there is never a gray smudge at the intersection you
are looking at directly. They appear in only intersections that fall
on your peripheral visual field.

field where there is a change in brightness from light to
dark (Coren, Ward, & Enns, 1999).

The sensory experience associated with viewing a
pattern is determined by the way visual neurons register
information about light and dark. The most primitive
element of a visual pattern is the edge, or contour, the
region where there is a transition from light to dark or
vice versa. One of the earliest influences on the registra-
tion of edges occurs because of the way ganglion cells in
the retina interact (see Figure 4.13). The effects of these
interactions can be observed by viewing a pattern known
as the Hermann grid, shown in Figure 4.16. You can see
gray smudges at the intersections of the white spaces
separating the black squares. A disconcerting aspect of
this experience is that the very intersection you are gazing
at does not appear to be filled with a gray smudge; only
intersections that you are not currently gazing at give the
illusion of the gray smudge.

This illusion is the direct result of the connections
producing decreased activity among the neighbors of
active ganglion cells. For example, a ganglion cell that is
centered on one of the white intersections of the grid will
be receiving signals that decrease its rate of firing from
neighboring ganglion cells on four sides, a phenomenon
known as lateral inhibition (that is, the cells centered in
the white spaces above, below, to the right, and to the left
of the intersection). A ganglion cell that is positioned on
one of the white rows or columns, on the other hand, will
be receiving signals that decrease its rate of firing from
neighboring cells on only two sides. As a result, the
intersections appear darker than the white rows or
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columns, reflecting the larger number of signals to
decrease the rate of firing being received by ganglion cells
centered there. The purpose of lateral inhibition is to
enhance edge detection by darkening one side of the edge
and lightening the other (e.g., Mach Bands).

But why do the smudges appear only off to the side,
not at the intersection you are looking at directly? This
happens because the range over which the signals are sent
is much smaller at the fovea than in the periphery. This
arrangement contributes to our having greater visual
acuity at the fovea than in the periphery.

Seeing color

All visible light (and, in fact, all electromagnetic radiation
from gamma rays to radio waves) is alike except for
wavelength. Our visual system does something wonderful
with wavelength: It turns it into color, with different
wavelengths resulting in different colors. In particular,
short wavelengths (450-500 nanometers) appear blue;
medium wavelengths (500-570 nanometers) appear
green; and long wavelengths (about 650-780 nano-
meters) appear red (see Figure 4.17). Our discussion of
color perception considers only wavelength. This is ade-
quate for cases in which the origin of a color sensation is
an object that emits light, such as the sun or a light bulb.
Usually, however, the origin of a color sensation is an
object that reflects light when it is illuminated by a light
source. In these cases, our perception of the object’s color
is determined partly by the wavelengths that the object
reflects and partly by other factors. One such factor is the
surrounding context of colors. A rich variety of other
colors in the spatial neighborhood of an object makes it
possible for the viewer to see the correct color of an object
even when the wavelengths reaching the eye from that
object do not faithfully record the object’s characteristic
color (Land, 1986). Your ability to see your favorite blue
jacket as navy despite wide variations in the ambient
lighting is called . We will discuss this
topic more fully in Chapter 5.

(C:0) (521)
Blue Green
ot .

1
500 nm

-

Violet
(380-450)

Blue-green

A prism breaks up light into different wavelengths. Short wave-
lengths appear blue, medium wavelengths green, and long
wavelengths red.

Seeing color is a subjective experience in the sense that
‘color’ is a construction of the brain based on an analysis
of wavelengths of light. However, it is also objective in
that any two viewers with the same kinds of color
receptors (cones) appear to construct ‘color’ in the same
way. The most common way of referring to the various

(573)
Yellow
-

600 nm

-

Yellow-green

Orange Red
(650-780)

Figure 4.17 The Solar Spectrum. The numbers given are the wavelengths of the various colors in nanometers (nm).
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color experiences of a typical viewer is to organize
them on three dimensions: hue, brightness, and
saturation. refers to the quality best described
by the color’s name, such as red or greenish-yellow.

refers to how much light appears to be
reflected from a colored surface, with white being
the brightest possible color and black the dimmest.

refers to the purity of the color, in that a
fully saturated color, such as crimson, appears to
contain no gray, while an unsaturated color, such
as pink, appears to be a mixture of red and white.
Albert Munsell, an artist, proposed a scheme for
specifying colored surfaces by assigning them one
of ten hue names and two numbers, one indicating
saturation and the other brightness. The colors in
the Munsell system are represented by the color
solid (see Figure 4.18). (The key characteristics of
color and sound are summarized in the Concept
Review Table.)

Given a means of describing colors, we can ask
how many colors we are capable of seeing. Within
the 400-700 nanometer range to which humans
are sensitive, we can discriminate among 150 hues,
suggesting that we can distinguish among about
150 wavelengths. This means that, on the average,
we can discriminate between two wavelengths that
are only two nanometers apart; that is, the jnd for
wavelengths is two nanometers. Given that each of the
150 discriminable colors can have many different values
of lightness and saturation, the estimated number of
colors among which we can discriminate is over 7 million!
Moreover, according to estimates by the National Bureau
of Standards, we have names for about 7,500 of these
colors. These numbers give some indication of the
importance of color to our lives (Coren, Ward, & Enns,
1999).

The most important fact for understanding how the
visual system constructs color is that, all the hues among

The physics and psychology of light and sound

Stimulus Physical attribute

Light Wavelength
Intensity
Purity

Sound Frequency
Amplitude

Complexity
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Figure 4.18 The Color Solid. The three dimensions of color can be

represented on a double cone. Hue is represented by points around the
circumference, saturation by points along the radius, and brightness by
points on the vertical axis. A vertical slice taken from the color solid will

show differences in the saturation and lightness of a single hue. (Courtesy
Macbeth/Munsell Color, New Windsor, NY)

which we can discriminate can be generated by mixing
together only three basic colors. This was demonstrated
many years ago using what is called the

. Suppose that we project different-colored
lights to the same region of the retina. The result of this
light mixture will be a new color. For example, a pure
yellow light of 580 nanometers will appear yellow. Of
critical importance is that it is possible to create a mix-
ture of a 650-nanometer light (red), 500-nanometer light
(green) and 450-nanometer light (blue) that will look
identical — and we literally mean identical - to the pure
yellow light. This matching process can be carried out
for any pure visible light whatsoever. A pair of such
matching lights — that is, two lights with different

Measurement unit Psychological experience

Nanometers Hue
Photons Brightness
Level of gray Saturation
Hertz Pitch
Decibels Loudness
Harmonics Timbre
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Yellow-green

Blue-green
(complement
to red)

Green-blue

Violet-blue
(complement
to yellow)

Yellow

Orange-yellow
(complement
to blue)

Reddish purple
(complement
to green)

Bluish purple

Figure 4.19 The Color Circle. A simple way to represent color mixture is by means of the color circle. The spectral colors (colors
corresponding to wavelengths in our region of sensitivity) are represented by points around the circumference of the circle. The

two ends of the spectrum do not meet; the space between them corresponds to the nonspectral reds and purples, which can be
produced by mixtures of long and short wavelengths. The inside of the circle represents mixtures of lights. Lights toward the center of the
circle are less saturated (or whiter); white is at the very center. Mixtures of any two lights lie along the straight line joining the

two points. When this line goes through the center of the circle, the lights, when mixed in proper proportions, will look white. Such pairs

of colors are called complementary colors.

physical makeups but which appear to be identical — are
called

At this point, we will make a few general comments
about why metamers provide important clues for under-
standing how the visual system works: This is because the
means by which a system, such as the visual system,
constructs metamers reveals how the system loses
information — in our example, the information about
whether the stimulus is a mixture or a pure light is lost
when they are both perceived to be the same yellow color.
Now at first glance, it may seem as if losing information is
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a bad thing; however it is not. As we noted earlier in the
chapter, we are at any instant being bombarded by an
immense amount of information from the world. We do
not need all of this information or even the majority of it
to survive and flourish in the environment. This means
that we must eliminate much of the incoming information
from the environment or we would constantly be over-
whelmed by information overload. It is this information-
elimination process that creates metamers. As we shall see
below the fact that three and exactly three primary colors
are needed to match - that is, to form a metamer of — any
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Figure 4.20 Testing for Color Blindness. Two plates used in
color blindness tests. In the left plate, individuals with certain
kinds of red-green blindness see only the number 5; others see
only the 7; still others, no number at all. Similarly, in the right
plate, people with normal vision see the number 15, whereas
those with red-green blindness see no number at all.

arbitrary color provides an important clue about how the
visual system is constructed.

Before describing the value of this clue we note two
implications. First, this arrangement for color mixing has
important practical uses. A good example is that color
reproduction in television or photography relies on the
fact that a wide range of colors can be produced by
mixing only three primary colors. For example, if you
examine your television screen with a magnifying glass
you will find that it is composed of tiny dots of only three
colors (blue, green, and red). Additive color mixture
occurs because the dots are so close together that their
images on your retina overlap. (See Figure 4.19 for a way
of representing color mixtures.)

A second implication has to do with our understanding
of color deficiencies. While most people can match a wide
range of colors with a mixture of three primaries, others
can match a wide range of colors by using mixtures
of only two primaries. Such people, referred to as

, have deficient color vision, as they confuse
some colors that people with normal vision (trichromats)
can distinguish among. But dichromats can still see color.
Not so for monochromats, who are unable to discrimi-
nate among different wavelengths at all. Monochromats
are truly color-blind. (Screening for color blindness is
done with tests like that shown in Figure 4.20, a simpler
procedure than conducting color mixture experiments.)
Most color deficiencies are genetic in origin. As noted in
Chapter 2, color blindness occurs much more frequently
in males (2%) than in females (0.03%), because the
critical genes for this condition are recessive genes located
on the X chromosome (Nathans, 1987).
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Two major theories of color vision
have been suggested. The first was
proposed by Thomas Young in
1807, long before scientists even
knew about the existence of cones.
Fifty years later, Hermann von
Helmholtz further developed Young’s
theory. According to the Young-
Helmholtz or trichromatic theory,
even though we can discriminate
among many different colors, there
are only three types of receptors for
color. We now know that these are
the cones. Each type of cone is sensi-
tive to a wide range of wavelengths but is most responsive
within a narrower region. As shown in Figure 4.21, the
short-wavelength cone is most sensitive to short wave-
lengths (blues), the medium-wavelength cone is most sen-
sitive to medium wavelengths (greens and yellows), and the
long-wavelength cone is most sensitive to long wavelengths
(reds). The joint action of these three receptors determines
the sensation of color. That is, a light of a particular
wavelength stimulates the three receptors to different
degrees, and the specific ratios of activity in the three
receptors leads to the sensation of a specific color. Hence,
with regard to our earlier discussion of coding quality, the
trichromatic theory holds that the quality of color is coded
by the pattern of activity of three receptors rather than by
specific receptors for each of a multitude of colors.

-
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Figure 4.21 The Trichromatic Theory. Response curves for
the short-, medium-, and long-wave receptors proposed by
trichromatic theory. These curves enable us to determine the
relative response of each receptor to light of any wavelength.
In the example show here, the response of each receptor to a
500-nanometer light is determined by drawing a line up from

500 nanometers and noting where this line intersects each curve.
(Reprinted from ‘Spectral Sensitivity of the Foveal Cone Photopigments
Between 400 and 500 nm’, in Vision Search, 15, pp. 161-171. © 1975,
with permission from Elsevier Science.)
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The trichromatic theory explains the facts about color
vision — and most importantly the result of the color-
matching experiment — that we mentioned previously.
First, we can discriminate among different wavelengths
because they lead to different responses in the three
receptors. Second, the law of three primaries follows
directly from the trichromatic theory. We can match a
mixture of three widely spaced wavelengths to any color
because the three widely spaced wavelengths will activate
the three different receptors, and activity in these recep-
tors results in perception of the test color. (Now we see
the significance of the number three.) Third, the trichro-
matic theory explains the various kinds of color defi-
ciencies by positing that one or more of the three types of
receptors is missing: Dichromats are missing one type of
receptor, whereas monochromats are missing two of the
three types of receptors. In addition to accounting for
these long-known facts, trichromatic theory led biological
researchers to a successful search for the three kinds of
cones that are familiar to us today.

Despite its successes, the trichromatic theory cannot
explain some well-established findings about color per-
ception. In 1878 Ewald Hering observed that all colors
may be described as consisting of one or two of the fol-
lowing sensations: red, green, yellow, and blue. Hering
also noted that nothing is perceived to be reddish-green or
yellowish-blue; rather, a mixture of red and green may
look yellow, and a mixture of yellow and blue may look
white. These observations suggested that red and green
form an opponent pair, as do yellow and blue, and that the
colors in an opponent pair cannot be perceived simulta-
neously. Further support for the notion of opponent pairs
comes from studies in which an observer first stares at a
colored light and then looks at a neutral surface. The
observer reports seeing a color on the neutral surface that
is the complement of the original one (see Figure 4.22).

These phenomenological observations led Hering to
propose an alternative theory of color vision called

opponent-color theory. Hering believed that the visual
system contains two types of color-sensitive units. One
type responds to red or green, the other to blue or yellow.
Each unit responds in opposite ways to its two opponent
colors. The red-green unit, for example, increases its
response rate when a red is presented and decreases it
when a green is presented. Because a unit cannot respond
in two ways at once, if two opponent colors are pre-
sented, white is perceived (see Figure 4.11). Opponent-
color theory is able to explain Hering’s observations
about color. The theory accounts for why we see the hues
that we do. We perceive a single hue — red or green or
yellow or blue — whenever only one type of opponent unit
is out of balance, and we perceive combinations of hues
when both types of units are out of balance. Nothing is
perceived as red-green or as yellow-blue because a unit
cannot respond in two ways at once. Moreover, the
theory explains why people who first view a colored light
and then stare at a neutral surface report seeing the
complementary color; if the person first stares at red, for
example, the red component of the unit will become
fatigued, and consequently, the green component will
come into play.

We therefore have two theories of color vision —
trichromatic and opponent-color — in which each theory
can explain some facts but not others. For decades the
two theories were viewed as competing with each other,
but eventually, researchers proposed that they be inte-
grated into a two-stage theory in which the three types of
receptors identified by the trichromatic theory feed into
the color-opponent units at a higher level in the visual
system (Hurvich & Jameson, 1974). This view suggests
that there should be neurons in the visual system that
function as color-opponent units and operate on visual
information after the retina (which contains the three
kinds of receptors of trichromatic theory). And in fact
such color-opponent neurons have been discovered in the
thalamus, a neural waystation between the retina and the

Figure 4.22 Complementary Afterimages. Look steadily for about a minute at the dot in the center of the colors, and then transfer your
gaze to the dot in the gray field at the right. You should see a blurry image with colors that are complementary to the original. The blue,

red, green, and yellow are replaced by yellow, green, red, and blue.
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Figure 4.23 How the Trichromatic and Opponent-Process
Theories May Be Related. This diagram shows three types of
receptors connected to produce opponent-process neural
responses at a later stage in processing. The numbers in the
cones indicate wavelengths of maximum sensitivity. The lines
with arrows represent connections that increase activity; the lines
with dots represent connections that decrease activity. Note that
this is only a small part of the whole system. Another set of
opponent-process units has the reverse arrangement of
increasing and decreasing connections.

visual cortex (DeValois & Jacobs, 1984). These cells are
spontaneously active, increasing their activity rate in
response to one range of wavelengths and decreasing it in
response to another. Thus, some cells at a higher level in
the visual system fire more rapidly if the retina is stimu-
lated by a blue light and less rapidly when the retina is
exposed to a yellow light; such cells seem to constitute the
biological basis of the blue-yellow opponent pair. A
summary neural wiring diagram that shows how the
trichchromatic and opponent-process theories may be
related is presented in Figure 4.23.

This research on color vision is a striking example of
successful interaction between psychological and biolog-
ical approaches to a problem. Trichromatic theory sug-
gested that there must be three kinds of color receptors,
and subsequent biological research established that there
were three kinds of cones in the retina. Opponent-color
theory said that there must be other kinds of units in the
visual system, and biological researchers subsequently
found opponent-color cells in the thalamus. Moreover,
successful integration of the two theories required that the
trichromatic cells feed into the opponent-color ones, and
this, too, was confirmed by subsequent biological
research. Thus, on several occasions outstanding work at
the psychological level pointed the way for biological
discoveries. It is no wonder that many scientists have
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taken the analysis of color vision as a prototype for the
analysis of other sensory systems.

Sensation and perception: a preview

In this chapter we have been focusing on raw sensory
input — light waves, in the instance of vision — and how
that sensory input is transformed into neural patterns. In
the next chapter, we will focus on perception — how the
raw sensory input is transformed to knowledge about
the structure of the world. In this section, we will briefly
describe some recent research that bridges the gap
between the two.

The research begins with a prosaic question: How does
the distance between an observer and an object affect the
ability of the observer perceive the object? Suppose you
are standing on a street corner in Trafalgar Square
watching the people milling to and fro. As a particular
person walks toward you, you are increasingly able to see
what she looks like. At some distance you can tell she’s a
woman. Then you can tell that she has a narrow face.
Then you can tell that she has rather large lips. And so on.
As she moves closer and close, you can make out more
and more details about her appearance.

Enough is known about the workings of the visual
system for us to know fairly precisely why this happens.
Both the optics of the eye and the neurology of the rest of
the system causes the representation of an image to be
slightly out of focus (this is not unique to the visual system;
it is true of any optical device). The further away from you
is an object, like the person you’re looking at, the smaller is
that person’s image on your retina, and the greater the
degree to which the out-of-focus-ness degrades larger
details. Recent research (Loftus & Harley, 2005) has
quantified these general ideas and in particular demon-
strated that seeing an object — a face in this research — from
a particular distance is equivalent, from the visual system’s
perspective, to blurring the object by a particular amount.
Furthermore, the work allowed an exact specification of
how much blurring corresponds to any particular distance.
Figure 4.24 shows an example: a picture of Scarlett
Johansson, shrunk (left panels) or blurred (right panels)
to demonstrate the loss of visual information when she’s
seen from approximately 13 meters away (top panels) or
52 meters away (bottom panels). This research, and the
findings from it, provide an example of using what’s known
about the fundamental manner in which the visual system
acquires and treats basic information (i.e., what’s known
about sensation) to demonstrate in a clear and intuitive
manner what is the effect of a particular variable —
distance — on the resulting perception. As we shall see in the
next chapter, this knowledge not only is useful in practical
settings (e.g., demonstrating to a jury in a criminal trial how
well a witness could have seen a criminal from a particular
distance) but also provides a scientific tool to investigate
other perceptual phenomena.
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Figure 4.24 Effects of Distance. Two theoretically equivalent representations of Scarlett Johansson's face viewed from 13 meters (top
panels) and 52 meters (lower panels): resizing (left panels) and filtering (right panels). The left panels are valid if viewed from 50 crm away.

INTERIM SUMMARY

® The stimulus for vision is light, which is electromagnetic
radiation in the range from 400 to 700 nanometers.

® The transduction system for vision consists of visual
receptors in the retina at the back of the eye. The visual
receptors are broadly divided into consist of rods and
cones. There are three subtypes of cones, each
subtype maximally sensitive to a different wavelength.

® Different wavelengths of light lead to sensations of
different colors. Color vision is understood via the
trichromatic theory, which holds that perception of color
is based on the activity of three types of cone receptors.
The rods are insensitive to color and to fine details;
however rods are capable of detecting very small
amounts of light and are used for seeing under
conditions of low illumination.

® Visual acuity refers to the visual system’s ability to
resolve fine details. The cones, which are concentrated
in a small part of the retina, allow highest-acuity, while
the rods are not capable of high acuity.

® There are four basic color sensations: red, yellow,

green, and blue. Opponent-color theory proposes
that there are red-green and yellow-blue opponent
processes, each of which responds in opposite
ways to its two opponent colors. Trichromatic and
opponent-color theories have been successfully
combined through the proposal that they operate
at different neural locations in the visual system.
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CRITICAL THINKING QUESTIONS

1 Think of an eye as analogous to a camera. What
features of the eye correspond to which features of a
camera?

2 Pilots preparing for flying at night often wear red goggles
for an hour or so prior to their flight. Why do you
suppose that they would do this?

3 From an evolutionary standpoint, can you think of
reasons why some animals’ eyes consist almost entirely
of rods, other animals’ eyes have only cones, and those
of still others, such as humans, have both cones and
rods?

AUDITION

Along with vision, audition (hearing) is our major means
of obtaining information about the environment. For
most of us, it is the primary channel of communication as
well as the vehicle for music. As we will see, it all comes
about because small changes in sound pressure can move
a membrane in our inner ear back and forth.

Our discussion of audition follows the same plan as
our discussion of vision. We first consider the nature of
the physical stimulus to which audition is sensitive; then
describe the auditory system, with particular emphasis on
how the receptors carry out the transduction process; and



© ISTOCKPHOTO.COM/SHELLY PERRY

AUDITION | 131

Musical instruments produce complex patterns of sound pres-
sure. These are referred to as the sound'’s timbre.

finally consider how the auditory system codes the
intensity of sound and its quality.

Sound waves

Sound originates from the motion or vibration of an
object, as when the wind rushes through the branches of
a tree. When something moves, the molecules of air in
front of it are pushed together. These molecules push
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Figure 4.25 A Pure Tone. As the tuning fork vibrates, it
produces a pure tone, which is made up of successive air-
compression waves that form a sine-wave pattern. The ampli-
tude of the wave corresponds to the wave’s intensity, while
the number of waves per second is its frequency. Using a
technique called Fourier analysis, any arbitrary sound wave
can be decomposed into the sum of sine waves of different
frequencies and intensities.
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other molecules and then return to their original posi-
tion. In this way, a wave of pressure changes (a sound
wave) is transmitted through the air, even though the
individual air molecules do not travel far. This wave is
analogous to the ripples set up by throwing a stone into
a pond.

A sound wave may be described by a graph of air
pressure as a function of time. A pressure-versus-time
graph of one type of sound is shown in Figure 4.25. The
graph depicts a sine wave, familiar to anyone who has
taken trigonometry. Sounds that correspond to sine
waves are called pure tones. An important dimension of a
pure tone is the tone’s , which is the number of
cycles per second (or ), at which the molecules move
back and forth (see Figure 4.25). Frequency is the basis of
our perception of , which is one of the most notice-
able qualities of a sound. High-frequency tones take the
form of high-frequency sine waves (like the 5,000 hertz
sine wave shown in the top panel of Figure 4.25) while
lower-frequency tones take the form of low-frequency
sound waves such as the 500 cycle/sec sine wave shown in
the bottom panel of Figure 4.25). Sine waves are impor-
tant in the analysis of audition because, as proved by the
French mathematician Fourier, any complex sound can be
decomposed into pure tones; that is, any complex sound
can be represented as a weighted sum of a series of
different-frequency sine waves.

A second aspect of a pure tone is its , which is
the pressure difference between the peak and the trough
in a pressure-versus-time graph (see Figure 4.25).
Amplitude underlies our sensation of . Sound
amplitude is usually specified in decibels which is a
type of logarithmic scale; an increase of 10 decibels
corresponds to a 10-fold increase
in amplitude above the sound’s
threshold; 20 decibels, a 100-fold
increase; 30 decibels, a 1,000-fold
increase; and so forth. For exam-
ple, a soft whisper in a quiet
library is approximately 30 deci-
bels, a noisy restaurant may have
a level of 70 decibels, a rock con-
cert may be near 120 decibels, and
a jet taking off may be over
140 decibels. Consistent exposure
to sound levels at or above
100 decibels is associated with
permanent hearing loss.

A final aspect of sound is , which refers to our
experience of the complexity of a sound. Almost none of
the sounds we hear every day is as simple as the pure tones
we have been discussing. (The exceptions are tuning forks
and some electronic instruments.) Sounds produced by
acoustical instruments, automobiles, the human voice,
other animals, and waterfalls are characterized by com-
plex patterns of sound pressure. The difference in timbre
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Prolonged exposure to loud noises can cause permanent
hearing loss. This is why airport workers always wear ear
protectors.

is, for example, what makes a middle C produced by a
violin sound different from a middle-C produced by a
trombone.

The auditory system

The auditory system consists of the ears, parts of the
brain, and the various connecting neural pathways. Our
primary concern will be with the ears; this includes not
just the appendages on the sides of the head, but the entire
hearing organ, most of which lies within the skull (see
Figure 4.26).

Like the eye, the ear contains two systems. One system
amplifies and transmits the sound to the receptors,
whereupon the other system takes over and transduces
the sound into neural impulses. The transmission system
involves the outer ear, which consists of the external ear
(or pinna) along with the auditory canal, and the middle
ear, which consists of the eardrum and a chain of
three bones called the malleus, incus, and stapes. The

For more Cengage Learning textbooks, visit www.cengagebrain.co.uk

transduction system is housed in a part of the inner ear
called the cochlea, which contains the receptors for
sound.

Let us take a more detailed look at the transmission
system (see Figure 4.27). The outer ear aids in the col-
lection of sound, funneling it through the auditory canal
to a taut membrane, the eardrum. The eardrum, the out-
ermost part of the middle ear, is caused to vibrate by
sound waves funneled to it through the auditory canal. The
middle ear’s job is to transmit these vibrations of the
eardrum across an air-filled cavity to another membrane,
the oval window, which is the gateway to the inner ear and
the receptors. The middle ear accomplishes this trans-
mission by means of a mechanical bridge consisting of
three small bones called the malleus, incus, and stapes.
The vibrations of the eardrum move the first bone, which
then moves the second, which in turn moves the third,
which results in vibrations of the oval window. This
mechanical arrangement not only transmits the sound
wave but greatly amplifies it as well.

Now consider the transduction system. The cochlea is
a coiled tube of bone. It is divided into sections of fluid by
membranes, one of which, the basilar membrane, supports
the auditory receptors (Figure 4.27). The receptors are
called hair cells because they have hairlike structures that
extend into the fluid. Pressure at the oval window (which
connects the middle and inner ear) leads to pressure
changes in the cochlear fluid, which in turn causes
the basilar membrane to vibrate, resulting in a bending of
the hair cells and an electrical impulse. Through this
complex process, a sound wave is, at last, transduced into
an electrical impulse. The neurons that synapse with the
hair cells have long axons that form part of the auditory
nerve. Most of these auditory neurons connect to single
hair cells. There are about 31,000 auditory neurons in the
auditory nerve, many fewer than the 1 million neurons in
the optic nerve (Yost & Nielson, 1985). The auditory
pathway from each ear goes to both sides of the brain and
has synapses in several nuclei before reaching the auditory
cortex.

Hearing sound intensity

Recall that our vision is more sensitive to some wave-
lengths than to others. A similar phenomenon occurs in
audition. We are more sensitive to sounds of intermediate
frequency than we are to sounds near either end of
our frequency range. This is illustrated in Figure 4.28,
which shows the absolute threshold for sound intensity as
a function of frequency. Many people have some deficit in
hearing and consequently have a threshold higher than
those shown in the figure. There are two basic kinds of
hearing deficits. In one kind, called conduction loss,
thresholds are elevated roughly equally at all frequencies
as the result of poor conduction in the middle ear. In the
other kind, called sensory-neural loss, the threshold
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Figure 4.26 A Cross-Section of the Ear. This drawing shows the overall structure of the ear. The inner ear includes the cochlea, which
contains the auditory receptors, and the vestibular apparatus (semicircular canals and vestibular sacs), which is the sense organ for our

sense of balance and body motion.

elevation is unequal, with large elevations occurring at
higher frequencies. This pattern is usually a consequence
of inner-ear damage, often involving some destruction of
the hair cells, which are unable to regenerate. Sensory-
neural loss occurs in many older people and explains why
the elderly often have trouble hearing high-pitched
sounds. Sensory-neural loss is not limited to the elderly,
though. It also occurs in young people who are exposed
to excessively loud sound. Rock musicians, airport-
runway crews, and pneumatic-drill operators commonly
suffer major, permanent hearing loss. For example, Pete
Townshend, the well-known guitarist of the 1960s rock
group The Who, suffered severe sensory neural loss
because of his continuous exposure to loud rock music;
since then he has alerted many young people to this
danger.

It is natural to assume that the perceived intensity of a
sound is the same at both ears, but in fact there are
subtle differences. A sound originating on our right side,
for example, will be heard as more intense by our right
ear than by our left ear. This happens because our head
causes a ‘sound shadow’ that decreases the intensity of
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the sound reaching the far ear. This difference does not
interfere with our ability to hear, however; we take
advantage of it by using it to localize where the sound is
coming from. It is as if we said, ‘If the sound is more
intense at my right ear than at my left ear, it must be
coming from my right side’. Likewise, a sound origi-
nating on the right side will arrive at the right ear a split-
second before it reaches the left ear (and vice versa for a
sound originating on the left). We also take advantage
of this difference to localize the sound (‘If the sound
arrived at my right ear first, it must be coming from the
right’).

Hearing pitch

As we have noted, one of the primary psychological
qualities of a sound is its , which is a sensation based
on the frequency of a sound. As frequency increases, so
does pitch. Young adults can detect pure tone frequencies
between 20 and 20,000 hertz, with the jnd being less
than 1 hertz at 100 hertz and increasing to 100 hertz at
10,000 hertz.
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Figure 4.27 A Schematic Diagram of the Middle and Inner
Ear. (a) Movement of the fluid within the cochlea deforms the

basilar membrane and stimulates the hair cells that serve as the
auditory receptors. (b) A cross-section of the cochlea showing

the basilar membrane and the hair cell receptors. (From Sensation
and Perception, 3/e, by S. Coren and L. Ward, © 1989. Used by per-
mission of John Wiley and Sons, Inc.)
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Figure 4.28 Absolute Threshold for Hearing. The lower curve
shows the absolute intensity threshold at different frequencies.
Sensitivity is greatest in the vicinity of 1,000 hertz. The upper
curve describes the threshold for pain. (Data are approximate,
from various determinations.)
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With sound, as with light, we rarely have
opportunities to hear pure sensory stimuli. Recall
that for the visual system we usually see mixtures
of wavelengths rather a pure stimulus — a light
consisting of only one wavelength (an exception
would be the light emitted by a laser). A similar
situation characterizes the auditory system. We
rarely hear a pure tone; instead, we are usually
confronted by a sound composed of a mixture of
tones. However, here the light-sound analogy
begins to break down. When we mix wavelengths
of light we see an entirely new color, but when we
mix pure tones together we often can still hear
each of the components separately. This is espe-
cially true if the tones are widely separated in
frequency. When the frequencies are close
together, the sensation is more complex but still
does not sound like a single, pure tone. In color
vision, the fact that a mixture of three lights
results in the sensation of a single color led to the
idea of three types of receptors. The absence of a
comparable phenomenon in audition suggests
rather than there being relatively few receptors
specialized for relatively few different frequen-
cies, sound-frequency receptors must form more
of a continuum.

As with color vision, two kinds of theories have
been proposed to account for how the ear codes
frequency into pitch. The first kind was suggested
in 1886 by Lord Rutherford, a British physicist.
Rutherford proposed that a sound wave causes the entire
basilar membrane to vibrate, and that the rate of vibration
determines the rate of impulses of nerve fibers in the
auditory nerve. Thus, a 1,000-hertz tone causes the basilar
membrane to vibrate 1,000 times per second, which
causes nerve fibers in the auditory nerve to fire at 1,000
impulses per second, and the brain interprets this as a
particular pitch. Because this theory proposes that pitch
depends on how sound varies with time, it is called a

Rutherford’s hypothesis was quickly discovered to be
overly simplistic when it was experimentally deter-
mined that nerve fibers have a maximum firing rate of
about 1,000 impulses per second. This means that if
Rutherford’s hypothesis were correct, it would not be
possible to perceive the pitch of tones whose frequency
exceeds 1,000 hertz — which, of course, we can do.
Weaver (1949) proposed a way to salvage Rutherford’s
hypothesis. Weaver argued that frequencies over
1,000 hertz could be coded by different groups of nerve
fibers, each group firing at a slightly different pace. If
one group of neurons is firing at 1,000 impulses per
second, for example, and then 1 millisecond later a
second group of neurons begins firing at 1,000 impulses
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Where in the Brain Are lllusions?
. . . One important question is where in the visual system the
el ey, Unlversiy e sl 3-D information provided by the pictured hallway exerts its
Context has a dramatic effect on how we perceive object influence on the sensory representations of the spheres.
size. For example, in the picture illustrated, the two spheres Since the 3-D information is quite complex, this integration
are exactly the same physical size — they occupy the same might occur at late stages of the visual system that are spe-
size on the page (check it out!) and therefore occupy the cialized for processing 3-D information and object recognition.
same amount of space on the retina. However, we cannot Or, it could happen much earlier — the 3-D information could
help but perceive the sphere at the back of the hallway as be used to change our perceptions as soon as the image of
being larger than the sphere at the front of the hallway. As we the spheres enters the brain. Indeed, there is a strong sense
shall see in more detail in Chapter 5, illusion makes perfect in which we ‘can’t make the illusion go away’ which suggests
sense for a visual system that has evolved to interpret a three- that the representations of the spheres are altered at very
dimensional (3-D) world. The depth cues in the image give rise early stages of the visual system.
to a difference in perceived distance between the two To test this we used a brain imaging technique called fMRI
spheres, and our visual system takes this into account when to measure the amount of cortex that is activated by the front
arriving at an estimate of object size. This example is a and back spheres. The early visual system is retinotopically
powerful illustration of how identical input at the retina can be organized, meaning that nearby positions on the retina project
transformed into very different perceptions depending on the to nearby positions in visual cortex. The result is a ‘map’ of
3-D information present in an image. visual space — an object projecting an image on the retina
3 literally activates a contiguous region of cortex. Using fMRI we
s measured whether the map is smaller when people are
% looking at the front sphere as compared to the back sphere.
3 We found that in ‘primary visual cortex’ (or V1) — the very
; first area of our cortex to receive information from the eyes —
; that the maps for the front and back spheres are different. The
£ front sphere activated a smaller area of cortex than the back
= 0 9 0 a
E sphere. This is shown in the second picture. The top row
3 shows that the map extends further for the perceptually larger
é back sphere than for the perceptually smaller front sphere.
E The graphs look very similar when we used a stimulus that did
§ not have 3-D context but had a real difference in size that
matched the size illusion, as is shown in the bottom row.
Why would the visual system change the maps in early
visual cortex? Size is an important cue for recognizing
objects. For example, object size can quickly help you dis-
criminate between a golf ball, baseball, and volleyball. But in
order for your recognition system to be able to use object
size, 3-D information must be taken into account. For
example, a golf ball held close to your eye can produce a
larger visual image than a volleyball that is far away. Our fMRI
research indicates that distance information is taken into
account early, presumably so that we can obtain an accurate >

per second, the combined rate of impulses per second for
the two groups will be 2,000 impulses per second. This
version of temporal theory received support from the
discovery that the pattern of nerve impulses in the
auditory nerve follows the waveform of the stimulus tone
even though individual cells do not respond on every
cycle of the wave (Rose, Brugge, Anderson, & Hind,
1967).

While clever, this hypothesis is still insufficient: The
ability of nerve fibers to follow the waveform breaks

For more Cengage Learning textbooks, visit www.cengagebrain.co.uk

estimation of object size for recognition.

down at about 4,000 hertz — yet we can hear pitch at
much higher frequencies. This implies that there must be
another means of coding the quality of pitch, at least for
high frequencies. The second kind of theory of pitch
perception deals with this question. It dates back to 1683,
when the French anatomist Joseph Guichard Duverney
proposed that frequency is coded into pitch mechanically
by resonance (Green & Wier, 1984). To appreciate this
proposal, it is helpful to first consider an example of
resonance. When a tuning fork is struck near a piano, the
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Our research also helps explain why illusions such the ball
example above are so powerful — the differences in image size
between the two spheres seem very real. By showing that

Stimulus condition

Perceptual difference in
size (equal image size)

Physical difference in size

piano string that is tuned to the frequency of the fork will
begin to vibrate. To say that the ear works the same way
is to say that the ear contains a structure similar to a
stringed instrument, with different parts tuned to different
frequencies, so that when a frequency is presented to the
ear the corresponding part of the structure vibrates. This
idea proved to be roughly correct; the structure turned
out to be the basilar membrane.

In the 1800s the ubiquitous Hermann von Helmholtz
(remember him from color-vision theory?) developed this
hypothesis further, eventually proposing the place theory
of pitch perception, which holds that each specific place
along the basilar membrane will lead to a particular pitch
sensation. The fact that there are many such places on the
membrane is consistent with there being many different
receptors for pitch. Note that place theory does not imply
that we hear with our basilar membrane; rather, the places
on the membrane that vibrate most determine which
neural fibers are activated, and that determines the pitch
we hear. This is an example of a sensory modality coding
quality according to the specific nerves involved.
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there are differences in the maps in the very earliest stages of
the visual system — for our brains, at least — these differences
are real.
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How the basilar membrane actually moves was not
established until the 1940s, when the Hungarian-born
biophysicist Georg von Békésy measured its movement
through small holes drilled in the cochleas of guinea pigs
and human cadavers. Von Békésy’s findings required a
modification of place theory: Rather than behaving like a
piano with separate strings, the basilar membrane
behaves more like a bed sheet being shaken at one end.
Specifically, von Békésy showed that the whole mem-
brane moves for most frequencies, but that the place of
maximum movement depends on the specific frequency
sounded. High frequencies cause vibration at the near end
of the basilar membrane; as frequency increases, the
vibration pattern moves toward the oval window (von
Békésy, 1960). For this and other research on audition,
von Békésy received a Nobel prize in 1961.

Like temporal theories, place theories explain many
pitch-perception phenomena, but not all. A major diffi-
culty for place theory arises with low-frequency tones.
With frequencies below 50 hertz, all parts of the basilar
membrane vibrate about equally. This means that all the
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receptors are equally activated, which implies that we
have no way of discriminating between different fre-
quencies that are below 50 hertz. In fact, though, we can
discern frequencies as low as 20 hertz. Hence, place
theories have problems explaining our perception of low-
frequency tones, while temporal theories have problems
dealing with high-frequency tones. This led to the idea
that pitch depends on both place and temporal pattern,
with temporal theory explaining our perception of low
frequencies and place theory explaining our perception of
high frequencies. It is not clear, however, where one
mechanism leaves off and the other takes over. Indeed, it
is possible that frequencies between 1000 and 5000 hertz
are handled by both mechanisms (Coren, Ward, & Enns,
1999).

Because our ears and eyes are so important to us in our
day-to-day lives, many efforts have been made to develop
ways to replace them in individuals who suffer irreparable
damage to these organs. Some of these efforts are
described in the Cutting Edge Research feature.

INTERIM SUMMARY

® The stimulus for hearing is a wave of air-pressure
changes (a sound wave).

® Sound waves are transduced by the outer and middle
ear, causing the basilar membrane to vibrate, which
results in a bending of the hair cells that produces a
neural impulse.

® Sound intensity is determined by the magnitude of the
sound wave, i.e., the difference between a wave’s
minimum and maximal pressure.

® Pitch, the most striking quality of sound, is determined
by the frequency of the sound wave. There are two
theories of pitch perception: temporal theories and
place theories. These theories are not mutually
exclusive. Temporal theory explains perception of low
frequencies, and place theory accounts for perception
of high frequencies.

CRITICAL THINKING QUESTIONS

1 Consider the relation between the eye and the ear. Each
organ is made up of various components that perform
various functions. What are the correspondences
between the eye components and the ear components
in terms of the functions they perform?

2 Why do you suppose that it is high-frequency sounds
that are heard poorly by older adults? Why not low- or
medium-frequency tones?
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OTHER SENSES

Senses other than vision and audition lack the richness of
patterning and organization that have led sight and hearing
to be called the ‘higher senses’. Still, these other senses are
vitally important. Smell, for example, is one of the most
primitive and most important of the senses. This is probably
related to the fact that smell has a more direct route to the
brain than any other sense. The receptors, which are in the
nasal cavity, are connected to the brain without synapses.
Moreover, unlike the receptors for vision and audition, the
receptors for smell are exposed directly to the environment —
they are right there in the nasal cavity with no protective
shield in front of them. (In contrast, the receptors for vision
are behind the cornea, and those for audition are protected
by the outer and middle ear.) Since smell is clearly an
important sensory modality, we begin our discussion of the
other senses with smell, also termed

Olfaction

Olfaction aids in the survival of our species: It is needed
for the detection of spoiled food or escaping gas, and loss
of the sense of smell can lead to a dulled appetite. Smell is
even more essential for the survival of many other ani-
mals. Not surprisingly, then, a larger area of the cortex is
devoted to smell in other species than in our own. In fish,
the olfactory cortex makes up almost all of the cerebral
hemispheres; in dogs, about one-third; in humans, only
about one-twentieth. These variations are related to dif-
ferences in sensitivity to smell. Taking advantage of the
superior smell capability of dogs, both the United States
Postal Service and the Bureau of Customs have trained
them to check unopened packages for heroin; likewise
trained police dogs can sniff out hidden explosives.
Because smell is so well developed in other species, it is
often used as a means of communication. Insects and some
other animals secrete , chemicals that float
through the air to be sniffed by other members of the spe-
cies. For example, a female moth can release a pheromone
so powerful that males are drawn to her from a distance of
several kilometers. It is clear that the male moth responds
only to the pheromone and not to the sight of the female; the
male will be attracted to a female in a wire container even
though she is blocked from view, but not to a female that is
clearly visible in a glass container from which the scent
cannot escape. (The fascinating novel Perfume by Patrick
Suskind dealt with a man who, although born with abso-
lutely no odor of his own, was exquisitely sensitive to all
odors of the world. To others he seemed to have ‘extra-
sensory’ powers, since he could for example predict the
imminent arrival of an unseen person by his or her odor).
Insects use smell to communicate death as well as
‘love’. After an ant dies, the chemicals formed from its
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decomposing body stimulate other ants to carry the
corpse to a refuse heap outside the nest. If a living ant is
experimentally doused with the decomposition chemicals,
it is carried off by other ants to the refuse heap. When it
returns to the nest, it is carried out again. Such premature
attempts at burial continue until the ‘smell of death’ has
worn off (Wilson, 1963).

Do humans have a vestige of this primitive communi-
cation system? Experiments indicate that we can use smell
at least to tell ourselves from other people and to distin-
guish males from females. In one study, observers wore
undershirts for 24 hours without showering or using
deodorant. The undershirts were collected by the experi-
menter, who then presented each observer with three
shirts to smell. One was the observer’s own shirt, while
the other two belonged to other people: one was a male’s,
and the other was a female’s. Based only on odor, most
observers could identify their own shirt and tell which of
the other shirts had been worn by a male or a female
(Russell, 1976; Schleidt, Hold, & Attili, 1981). Other
studies suggest that we may communicate subtler matters
by means of odor. Women who live or work together
seem to communicate their stage in the menstrual cycle by
means of smell, and over time this results in a tendency
for their menstrual cycles to begin at the same time
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(McClintock, 1971; Preti et al., 1986; Russell, Switz, &
Thompson, 1980; Weller & Weller, 1993). However, it is
important to remember that these are effects on physio-
logical functioning, not behavior. Although menstrual
regularity is associated with healthy reproductive func-
tioning and fertility, it does not have a direct influence on
human behavior. Indeed, many researchers now believe
that the behavioral effects of pheromones on humans are
likely to be indirect, since social and learning factors
influence our behavior more than they do that of other
mammals (Coren, Ward, & Enns, 1999).

The volatile molecules given off by a substance are the
stimulus for smell. The molecules leave the substance,
travel through the air, and enter the nasal passage (see
Figure 4.29). The molecules must also be soluble in fat,
because the receptors for smell are covered with a fatlike
substance.

The olfactory system consists of the receptors in the
nasal passage, certain regions of the brain, and inter-
connecting neural pathways. The receptors for smell are
located high in the nasal cavity. When the cilia (hairlike
structures) of these receptors come into contact with
volatile molecules, an electrical impulse results; this is the
transduction process. This impulse travels along nerve
fibers to the , a region of the brain that lies
just below the frontal lobes. The olfactory bulb in turn is
connected to the on the inside of the tem-
poral lobes. (Interestingly, there is a direct connection
between the olfactory bulb and the part of the cortex known
to be involved in the formation of long-term memories;
perhaps this is related to the Proustian idea that a distinctive
smell can be a powerful aid in retrieving an old memory.)

Human sensitivity to smell intensity depends greatly on
the substance involved. Absolute thresholds can be as low

.9

Dogs are far more sensitive to smells than humans, and for this
reason they were used in the aftermath of the World Trade Center
disaster for the search-and-rescue operation and bomb detection.

© PORTER GIFFORD/STOCK BOSTON
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Frontal lobe of cerebrum —————

Olfactory tract

Olfactory bulb

Olfactory
nerves

Olfactory
epithelium
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a) Substance being smelled

b)

Figure 4.29 Olfactory Receptors. (a) Detail of a receptor interspersed among numerous supporting cells. (b) The placement of the

olfactory receptors in the nasal cavity.

as 1 part per 50 billion parts of air. Still, as noted earlier,
we are far less sensitive to smell than other species. Dogs,
for example, can detect substances in concentrations
100 times lower than those that can be detected by
humans (Marshall, Blumer, & Moulton, 1981). Our
relative lack of sensitivity is not due to our having less
sensitive olfactory receptors. Rather, we just have fewer
of them by about a factor of 100: roughly 10 million
receptors for humans versus 1 billion for dogs.

Although we rely less on smell than do other species, we
are capable of sensing many different qualities of odor.
Estimates vary, but a healthy person appears to be able to
distinguish among 10,000 to 40,000 different odors, with
women generally doing better than men (Cain, 1988). Pro-
fessional perfumers and whiskey blenders can probably do
even better — discriminating among perhaps 100,000 odors
(Dobb, 1989). Moreover, we know something about how
the olfactory system codes the quality of odors at the bio-
logical level. The situation is most unlike the coding of color
in vision, for which three kinds of receptors suffice. In
olfaction, many kinds of receptors seem to be involved; an
estimate of 1,000 kinds of olfactory receptors is not unrea-
sonable (Buck & Axel, 1991). Rather than coding a specific
odor, each kind of receptor may respond to many different
odors (Matthews, 1972). So quality may be partly coded by
the pattern of neural activity, even in this receptor-rich
sensory modality.

Gustation

Gustation, or the sense of taste, gets credit for a lot of
experiences that it does not provide. We say that a meal
‘tastes’ good; but when our ability to smell is eliminated
by a bad cold, food seems to lack taste and we may have
trouble telling red wine from vinegar. Still, taste is a sense
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Humans vary in their sensitivity to different tastes. Some people,
like this wine taster, are able to discriminate among very subtle
differences in the tastes of particular substances.

in its own right. Even with a bad cold, we can tell salted
from unsalted food.

In what follows, we will refer to the taste of particular
substances, but note that the substance being tasted is not
the only factor that determines its taste. Our genetic
makeup and experience also affect taste. For example,
people vary in their sensitivity to the bitter taste in caf-
feine and saccharin, and this difference appears to be
genetically determined (Bartoshuk, 1979). The role of
experience is illustrated by Indians living in the Karnataka
province of India, who eat many sour foods and experi-
ence citric acid and quinine (the taste of tonic water) as
pleasant tasting. Most Westerners experience the opposite
sensations. This particular difference seems to be a matter
of experience, for Indians raised in Western countries find
citric acid and quinine unpleasant tasting (Moskowitz
et al., 1975).

© MARK HAMILTON / ALAMY
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The stimulus for taste is a substance that is soluble in
saliva. The gustatory system includes receptors that are
located on the tongue as well as on the throat and roof of
the mouth; the system also includes parts of the brain and
interconnecting neural pathways. In what follows, we
focus on the receptors on the tongue. These taste receptors
occur in clusters, called taste buds, on the bumps of the
tongue and around the mouth. At the ends of the taste
buds are short, hairlike structures that extend outward and
make contact with the solutions in the mouth. The contact
results in an electrical impulse; this is the transduction
process. The electrical impulse then travels to the brain.

Sensitivity to different taste stimuli varies from place to
place on the tongue. While any substance can be detected
at almost any place on the tongue (except the center),
different tastes are best detected in different regions. Sen-
sitivity to salty and sweet substances is best near the front
of the tongue; sensitivity to sour substances along the sides;
and sensitivity to bitter substances is best on the soft palate
(see Figure 4.30). In the center of the tongue is a region that
is insensitive to taste (the place to put an unpleasant pill).
While absolute thresholds for taste are generally very low,
jnds for intensity are relatively high (Weber’s constant is
often about 0.2). This means that if you are increasing the
amount of spice in a dish, you usually must add more than
20 percent or you will not taste the difference.

Recent research suggests that ‘tongue maps’, such as the
one in Figure 4.30, may be oversimplified in that they sug-
gest that if the nerves leading to a particular region were cut,
all sensation would be lost. However, this does not occur

Bitter

Sour

Salt
Sweet

Figure 4.30 Taste Areas. Although any substance can be
detected anywhere on the tongue — except in the center — different
areas are maximally sensitive to different tastes. The area labeled

‘sweet’. for example, is most sensitive to sweet tastes. (E. H.

Erikson ‘Sensory Neural Patterns in Gustation,‘from Zotterman (ed.)
Olfaction and Taste, Vol. 1, p. 205-213. Copyright © 1963, with kind
permission of Elsevier Science, Ltd.)
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because taste nerves inhibit one another. Damaging one
nerve abolishes its ability to inhibit others; thus, if you cut
the nerves to a particular region, you also reduce the
inhibitory effect, and the result is that there is little change in
the everyday experience of taste (Bartoshuk, 1993).

There is an agreed-upon vocabulary for describing
tastes. Any taste can be described as one or a combination
of the four basic taste qualities: sweet, sour, salty, and
bitter (McBurney, 1978). These four tastes are best
revealed in sucrose (sweet), hydrochloric acid (sour),
sodium chloride (salty), and quinine (bitter). When people
are asked to describe the tastes of various substances in
terms of just the four basic tastes, they have no trouble
doing this. Even if they are given the option of using
additional qualities of their own choice, they tend to stay
with the four basic tastes (Goldstein, 1989).

The gustatory system codes taste in terms of both the
specific nerve fibers activated and the pattern of activa-
tion across nerve fibers. There appear to be four types of
nerve fibers, corresponding to the four basic tastes. While
each fiber responds somewhat to all four basic tastes, it
responds best to just one of them. Hence, it makes sense
to talk of ‘salty fibers’ whose activity signals saltiness to
the brain. Thus, there is a remarkable correspondence
between our subjective experience of taste and its neural
coding. Nonetheless, our taste experiences may be influ-
enced not only by receptor activation, but also by peoples’
expectations regarding the foods that they eat. For
instance, Plassmann et al. (2008) asked participants to
taste the identical wine, marked as costing either $10 or
$90. Participants perceived the ‘more expensive wine’ as
tasting better. Although one might tend to simply inter-
pret this as a bias effect, electrophysiological measures
indicated that areas of the brain associated with pleasure
were more activated by the ‘more expensive’ wine, pro-
ducing a shift in taste experience. Similar results were
reported in the domain of olfaction by Rachel Herz
(2003). She randomly labeled perfumes as naturally or
artificially scented. Participants consistently rated the
products labeled as natural to be better smelling,
regardless of whether the product itself was natural or
artificial. Examples like this show that although receptor
activation may provide the dominant information result-
ing in sensory experience, cognitive factors may also
contribute. As will be seen in the next chapter, our con-
scious experiences of the world are often the result of a
complex process of ‘give and take’ between patterns of
sensory activation and expectations.

Pressure and temperature

Traditionally, touch was thought to be a single sense.
Todays, it is considered to include three distinct skin senses,
one responding to pressure, another to temperature, and
the third to pain. This section briefly considers pressure
and temperature, and the next discusses pain.
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The stimulus for sensed pressure is physical pressure on
the skin. Although we are not aware of steady pressure on
the entire body (such as air pressure), we can discriminate
among variations in pressure over the surface of the body.
Some parts of the body are more sensitive than others at
sensing the intensity of pressure: The lips, nose, and cheek
are the most sensitive, while the big toe is least sensitive.
These differences are closely related to the number of
receptors that respond to the stimulus at each of these
locations. In sensitive regions, we can detect a force as
small as 5 milligrams applied to a small area. However,
like other sensory systems, the pressure system shows
profound adaptation effects. If you hold a friend’s hand
for several minutes without moving, you will become
insensitive to its pressure and cease to feel it.

When we are actively exploring the environment
through touch, the motor senses contribute to our expe-
rience. Through active touch alone we can readily identify
familiar objects, using it to recognize coins, keys, and
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After being in a swimming pool for a while, our temperature sense
adapts to the change in temperature. However, when first dan-
gling a foot into the water, we can detect the cooler temperature.
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other small objects that we keep in our pockets and purses
(Klatzky, Lederman, & Metzger, 1985).

The stimulus for temperature is the temperature of our
skin. The receptors are neurons just under the skin. In the
transduction stage, cold receptors generate a neural
impulse when there is a decrease in skin temperature, while
warm receptors generate an impulse when there is an
increase in skin temperature (Duclauz & Kenshalo, 1980;
Hensel, 1973). Hence, different qualities of temperature
can be coded primarily by the specific receptors activated.
However, this specificity of neural reaction has its limits.
Cold receptors respond not only to low temperatures but
also to very high temperatures (above 45 degrees centi-
grade or 113 degrees Fahrenheit). Consequently, a very hot
stimulus will activate both warm and cold receptors, as
you may have experienced when you accidentally plunged
your foot into a very hot bath.

Because maintaining body temperature is crucial to
survival, it is important that we be able to sense small
changes in our skin temperature. When the skin is at its
normal temperature, we can detect a warming of only
0.4 degrees centigrade and a cooling of just 0.15 degrees
centigrade (Kenshalo, Nafe, & Brooks, 1961). Our tem-
perature sense adapts completely to moderate changes in
temperature, so that after a few minutes the stimulus feels
neither cool nor warm. This adaptation explains the
strong differences of opinion about the temperature of a
swimming pool between those who have been in it for a
while and those who are first dangling a foot in it.

Pain

Of all our senses, none captures our attention like pain.
We may sometimes take a blasé view of the other senses,
but it is hard to ignore pain. Yet for all the discomfort it
causes, we would be at risk if we had no sense of pain. It
would be difficult for children to learn not to touch a hot
stove, or to stop chewing their tongues. In fact, some
people are born with a rare genetic disorder that makes
them insensitive to pain, and they typically die young,
owing to tissue deterioration resulting from wounds that
could have been avoided if they had been able to feel pain.

Any stimulus that is intense enough to cause tissue dam-
age is a stimulus for pain. It may be pressure, tempera-
ture, electric shock, or chemical irritants. Such a stimulus
causes the release of chemical substances in the skin,
which in turn stimulate distinct high-threshold receptors
(the transduction stage). These receptors are neurons with
specialized free nerve endings, and researchers have
identified several types (Brown & Deffenbacher, 1979).
With regard to variations in the quality of pain, perhaps
the most important distinction is between the kind of pain
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we feel immediately upon suffering
an injury, called phasic pain, and
the kind we experience after the
injury has occurred, called tonic
pain. Phasic pain is typically a
sharp, immediate pain that is brief
in duration (that is, it rapidly rises
and falls in intensity), whereas tonic
pain is typically dull and long
lasting.

To illustrate, if you sprain your
ankle, you immediately feel a sharp
undulating pain (phasic pain), but
after a while you start to feel the
steady pain caused by the swelling
(tonic pain). The two kinds of pain
are mediated by two distinct neural
pathways, and these pathways
eventually reach different parts of
the cortex (Melzack, 1990).

Nonstimulus determinants

of pain

More than any other sensation, the
intensity and quality of pain are
influenced by factors other than
the immediate stimulus. These fac-
tors include the person’s culture,
expectations, and previous experi-
ence. The striking influence of cul-
ture is illustrated by the fact that
some non-Western societies engage in rituals that seem
unbearably painful to Westerners. A case in point is the
hook-swinging ceremony practiced in some parts of India:

The ceremony derives from an ancient practice in which
a member of a social group is chosen to represent the
power of the gods. The role of the chosen man (or
‘celebrant’) is to bless the children and crops in a series
of neighboring villages during a particular period of the
year. What is remarkable about the ritual is that steel
hooks, which are attached by strong ropes to the top of
a special cart, are shoved under his skin and muscles on
both sides of his back [see Figure 4.31]. The cart is then
moved from village to village. Usually the man hangs on
to the ropes as the cart is moved about. But at the cli-
max of the ceremony in each village, he swings free,
hanging only from the hooks embedded in his back, to
bless the children and crops. Astonishingly, there is no
evidence that the man is in pain during the ritual; rather,
he appears to be in a ‘state of exaltation’. When the
hooks are later removed, wounds heal rapidly without
any medical treatment other than the application of
wood ash. Two weeks later the marks on his back are
scarcely visible.

(Melzak, 1973)
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Figure 4.31 Culture and Pain. Two steel hooks are inserted in the back of the celebrant in
the Indian hook-swinging ceremony. Right: The celebrant hangs onto the ropes as a cart
takes him from village to village. As he blesses the village children and crops, he swings freely

suspended by the hooks in his back. (D. D. Kosambi (1967) ‘Living Prehistory in India’, from
Scientific American 215:105. Copyright © 1967 by D. D. Kosambi. Reprinted by permission of Dr. Meera
Kosambi and Mr. Jijoy B. Surka.)

Clearly, pain is as much a matter of mind as of sensory
receptors.

Phenomena like the one just described have led to the
gate control theory of pain (Melzack & Wall, 1982, 1988).
According to this theory, the sensation of pain requires not
only that pain receptors on the skin be active but also that a
‘neural gate’ in the spinal cord be open and allow the signals
from the pain receptors to pass to the brain (the gate closes
when critical fibers in the spinal cord are activated). Because
the neural gate can be closed by signals sent down from the
cortex, the perceived intensity of pain can be reduced by the
person’s mental state, as in the hook-swinging ceremony.
What exactly is the ‘neural gate’? It appears to involve a
region of the midbrain called the periaqueductal gray, or
PAG for short; neurons in the PAG are connected to other
neurons that inhibit cells that would normally carry the pain
signals arising in the pain receptors. So when the PAG
neurons are active, the gate is closed; when the PAG neurons
are not active, the gate is open.

Interestingly, the PAG appears to be the main place
where strong painkillers such as morphine affect neural
processing. Morphine is known to increase neural activity
in the PAG, which, as we have just seen, should result in a
closing of the neural gate. Hence, the well-known analgesic
effects of morphine fit with the gate control theory.
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Moreover, our body produces certain chemicals, called
endorphins, that act like morphine to reduce pain, and these
chemicals, too, are believed to create their effect by acting
on the PAG in such a way as to close the neural gate.
There are other striking phenomena that fit with gate
control theory. One is stimulation-produced analgesia, in
which stimulation of the PAG acts like an anesthetic. One
can perform abdominal surgery on a rat using only PAG
stimulation as the anesthetic, with the rat showing no sign of
experiencing pain (Reynolds, 1969). A milder version of this
phenomenon is familiar to all of us: Rubbing a hurt area
relieves pain, presumably because pressure stimulation is
closing the neural gate. A phenomenon related to stimula-
tion-produced analgesia is the reduction in pain resulting
from acupuncture, a healing procedure developed in China
in which needles are inserted into the skin at critical points.
Twirling these needles has been reported to eliminate pain
entirely, making it possible to perform major surgery on a
conscious patient (see Figure 4.32). Presumably, the needles
stimulate nerve fibers that lead to a closing of the pain gate.
At the psychological level, then, we have evidence that
drugs, cultural beliefs, and various nonstandard medicinal
practices can dramatically reduce pain. However, all of
these factors may stem from a single biological process.
Here, then, is a case in which research at the biological
level may actually unify findings at the psychological level.
The interplay between the psychological and biological
research on pain is typical of the successful interaction
between these two approaches to sensation. As we com-
mented at the beginning of the chapter, in perhaps no
other area of psychology have the biological and psy-
chological approaches worked so well together. Again

Figure 4.32 A Typical Acupuncture Chart. The numbers
indicate sites at which needles can be inserted and then either
twisted, electrified, or heated. An impressive analgesia results in
many cases.
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and again we have seen that neural events occurring in
receptors can explain phenomena occurring at the psy-
chological level. Thus, in discussing vision we showed
how variations in sensitivity and acuity — which are psy-
chological phenomena — can be understood as the direct
consequence of how different kinds of receptors (rods
versus cones) connect to ganglion cells. Also with regard
to vision, we pointed out how psychological theories of
color vision led to discoveries at the biological level (for
example, three kinds of cone receptors). In the case of
audition, the place theory of frequency perception was
initially a psychological theory, and it led to research in
the physiology of the basilar membrane. If ever anyone
needed justification for intertwining psychological and
biological research, the study of sensation provides it.

INTERIM SUMMARY

® The stimuli for smell are the molecules given off by a
substance, which travel through the air and activate
olfactory receptors located high in the nasal cavity.

® The stimulus for taste is a substance that is soluble in
saliva; many of the receptors occur in clusters on the
tongue (taste buds).

® Two of the skin senses are pressure and temperature.
Sensitivity to pressure is greatest at the lips, nose, and
cheeks, and least at the big toe. We are highly sensitive
to temperature and are able to detect a change of less
than 1 degree centigrade. We code different kinds of
temperatures primarily by whether hot or cold receptors
are activated.

® Any stimulus that is intense enough to cause tissue
damage is a stimulus for pain. Phasic pain is typically
brief and rapidly rises and falls in intensity; tonic pain is
typically long-lasting and steady. Sensitivity to pain is
greatly influenced by factors other than the noxious
stimulus, including expectations and cultural beliefs.

CRITICAL THINKING QUESTIONS

1 Some people have described sensory experiences that
cross over between two sensory systems. Called
synesthesia, this apparently can occur both through
natural causes and under the influence of a
psychoactive drug. For example, people have reported
being able to see the ‘color’ of music, or being able to
hear the ‘tunes’ associated with different smells. On the
basis of what you know about sensory coding, can you
think of what might cause such experiences?

2 How would your life change if you did not have a sense of
pain? How would it change if you did not have a sense of
smell? Which do you think would be worse, and why?
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SEEING BOTH SIDES

SHOULD OPIOIDS BE USED
FOR TREATING CHRONIC PAIN?

Opioids are an appropriate treatment
for chronic pain

Robert N. Jamison, Harvard Medical School

Pain is a serious problem in the United States and throughout the
rest of the world. About a third of the American population, or
more than 80 million people, are severely affected by pain. Pain is
the major reason people visit their primary care physicians; in
fact, 70 million people see a physician each year because of pain.
Chronic pain can affect all aspects of your life, interfering with
sleep, employment, social life, and daily activities. Persons who
have chronic pain (defined as pain that lasts longer than three
months) frequently report depression, anxiety, irritability, sexual
problems, and decreased energy. Chronic pain accounts for
21 percent of emergency room visits and 25 percent of annual
missed work days, and, when direct and indirect costs are
considered, imposes a greater economic burden than any other
disease, with estimates of annual costs adding up to $100 billion
(Stewart et al., 2003). Chronic pain has remained a stubborn,
debilitating problem for untold millions of individuals.

Despite medical advances in treating pain, opioids remain the
most potent class of medications available to treat pain
(McCarberg & Bilington, 2006). Yet many physicians and
healthcare professionals are reluctant to support the use of
opioid medication for patients with chronic pain because of
concerns about adverse effects, tolerance, diversion, and
addiction. Some clinicians worry that regular use of prescription
opioid analgesics will contribute to dependence and impaired
cognition, and may lead to the eventual use of other street drugs
like heroin. For the vast majority of those individuals prescribed
opioids for pain, however, these fears have been unfounded.
Researchers and clinicians cite the relatively low incidence of
abuse and addiction among patients with chronic pain and
report that tolerance appears not to develop in those patients
with stable pain pathophysiology. They suggest that the potential
for increased functioning and improved quality of life significantly
outweighs the minimal risk of abuse. Investigators have also
suggested that chronic opioid therapy may decrease the cost of
rehabilitation programs for pain patients while improving
outcome.

A number of years ago, my colleagues and | initiated a pro-
spective study of opioid therapy for chronic noncancer back pain
(Jamison et al., 1998). The results suggested that opioid therapy
had a positive effect on pain and mood. Most important, opioid
therapy for chronic back pain was used without significant risk of
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abuse, and we found that individuals in the long-term opioid trial
were compliant in coming off the opioid medication without signs
of dependency or addiction. The results of our studies and
others point to the overwhelming evidence that addiction rarely
occurs when opioids are used for the treatment of pain. This has
been found to be true in both human and animal studies.

In order to further help minimize the risk of opioid use, recent
efforts have been made on identifying those individuals at high
risk for misuse of opioid medication, either due to past behavior
or family history (Butler et al., 2008). Protocols to assist clinicians
in assessing risk and ways to monitor for aberrant drug-related
behavior are available including validated self-report ques-
tionnaires (Butler et al., 2007), improved toxicology screening,
regular implementation of opioid agreements, and motivational
counseling. These procedures have been increasingly adopted
and have been shown to decrease the risk of opioid misuse and
to increase compliance. Thus, when risk of potential opioid
misuse exists, careful monitoring, support and supervision have
been shown to further enhance safety and improve the risk/
benefit ratio (Savage et al., 2008).

The future also holds promise for the treatment of chronic pain
with abuse-resistant opioid formulas to help to combat the diver-
gence of opioids into the hands of others who may want the
medication just for their euphoric properties. We remain hopeful
that other treatments using different delivery systems will also be
discovered to help those who suffer needlessly from back pain,
headaches, arthritis, and pain associated with the residual treat-
ment of cancer and other chronic diseases. In the meantime, fur-
ther education is needed to eradicate prejudices about the use of
opioids for pain. The myth that all those who request opioid
medication for their noncancer pain are drug abusers should be
challenged. We know that, when used
responsively and intelligently, opioids
can help to significantly diminish pain.
The goal is to improve the quality of life
of the millions of people who continue to
live each day in severe pain. The Worth
Health Organization has declared than
many persons with pain have a drug
problem — they do not have access to
the medication that will help their pain
the most. The undertreatment of pain
continues to be a needless tragedy and
when used responsibly, opioids can be
an appropriate treatment for many who
experience debilitating chronic pain.

Robert N. Jamison
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SEEING BOTH SIDES

SHOULD OPIOIDS BE USED FOR
TREATING CHRONIC PAIN?

Why opioids should be less frequently used
for treating people with chronic pain

Dennis C. Turk, University of Washington School of Medicine

Perhaps the earliest mention of the use of opioids for treating
pain was contained in the Ebers papyrus dating back to the
4th century Bce where opium is recommended by the goddess
Isis as a treatment for the god Ra’s headaches. Since then there
has been little question as to the effectiveness of opioids for
the treatment of acute pain — such as that following surgery. The
long-term use of opioids, even for pain associated with cancer,
has been much more controversial and has swung from com-
mon use, to resistance, and back again. In the 1960s and 1970s,
two trends challenged the thinking about the medical use of
opioids.

Behavioral scientist, Wilbert Fordyce (1976) suggested that it
is impossible to know how much pain someone experiences
other than by what the person tells you verbally or demonstrates
by behaviors. He suggested that these ‘pain behaviors’ (overt
expressions of pain, distess, and suffering such as moaning,
limping, and grimacing) were observable and thus capable of
being responded to by others, including family members and
physicians. Fordyce also suggested that opioids could serve as a
negative reinforcement for pain behaviors. That is, if the patient
took opioid medication as is commonly prescribed, ‘as needed’,
the pain behaviors might increase in order to obtain the pain-
relieving and mood elevating (positive reinforcing) effects of the
medication. Fordyce suggested that elimination of the opioid
medication would contribute to extinction of the pain behaviors.

Dennis Turk and Akiko Okifuji (1997) showed that physicians
were more likely to prescribe the chronic use of opioids if the
patients were depressed, complained that pain impacted their
lives greatly and displayed a large number of pain behaviors even
though there were no differences in either actual physical
pathology detected or reported pain severity. Thus, the opioids
appeared to be prescribed in response to emotional distress, not
specifically for pain or disease. The reinforcing properties of the
opioids could thereby maintain the patients’ complaints and even
their experience of pain.

The second development that challenged the use of opioids
for chronic pain was the social movement in the 1970s to
combat drug abuse — ‘Just say no’. Unfortunately, the campaign
to reduce the inappropriate use of drugs was extended into
clinical areas. Thus, even appropriate uses of opioids were
influenced by concerns about misuse and abuse.

Fears of addiction, tolerance, and adverse side effects
became prominent and not unfounded (Ballantyne & LaForge,
2007). Addiction is often confused with physical dependence.
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Addiction refers to a behavioral pattern characterized by over-
whelming involvement with the use of a drug, securing of its
supply, and tendency to relapse despite physical, psychological,
and social harm to the user. Physical dependence develops with
continued use of many drugs as the body becomes tolerant to
the effects, not just opiods. Physical dependence is a pharma-
cological property of a drug characterized by the occurrence of
withdrawal following abrupt discontinuation of the substance or
administration of a drug antagonist and does not imply an
aberrant psychological state or behavior. One concern with the
use of opiods is that with long-term use, patients will require
escalating doses of the medication to obtain the same level of
pain relief. At times it is difficult to distinguish the need for
increased dosage due to tolerance or progression of a disease
process that might be increasing the pain severity.

There is a growing body of research, primarily on animals,
indicating prolonged use of opioids sensitizes peripheral nerves
leading to reduction in the threshold for perceiving pain —
‘hyperalgesia’ (Angst & Clark, 2006; Chang, Chen, & Mao,
2007). Paradoxically, prolonged use of opioids appears to lower
thresholds for pain producing a need for higher dosages of the
drug to produce the same analgesic affect.

Beginning In the mid-1980s, Ronald Melzack (1990), and
Russell Portenoy and Kathleen Foley (1986) began to question
the generalization from the illicit to the medical use of opioids.
They suggested that if the use of opioids produced symptomatic
improvement in chronic pain patients, long-term use might be a
reasonable treatment and the failure to treat pain sufferers with
appropriate and available opioids would be unethical.

A number of studies have evaluated the effectiveness of long-
term use of opioids in the treatment of chronic pain. The results
of these studies report approximately 30 percent reduction in
pain in less than 40 percent of patients (Kalso, Edwards, Moore,
& McQuay, 2004; Furlan, Sandoval, Mailis-Gagnon, & Tunks,
2006). Even when pain is reduced, studies have found little
support to indicate that the benefits of
opioids are accompanied by significant
improvement in physical functioning
and reductions in emotional distress.
Moreover, some studies have reported
that both pain severity and physical
functioning improve following with-
drawal from opioids (Flor, Fydrich, &
Turk, 1992).

‘Long-term’ opioid use should be
used in quotes as the average dura-
tion of the published, double-blind,
randomized controlled studies for the

treatment of chronic pain with opioids ~ Dennis C. Turk




146

SENSORY PROCESSES

is less than five weeks (Chou, Clark, & Helfand, 2003). Moreover,
the sizes of the samples included in these studies are small and
the rates of dropouts are high, averaging around 30 percent
(Noble, Tregear, Tredwell, & Schoelles, 2008).

Finally, although many of the studies report significant
reductions in pain severity without serious problems, some have
noted particular problems with abuse and intolerable side-effects
(e.g., persistent constipation, depletion of sex hormones, neu-
rotoxicity). Urine toxicology screening for opioid misuse suggest
that as many as 35 percent of patients treated with opioids for
chronic pain are not taking the medication as prescribed and
consume a range of illicit substances in addition to opioids ( Turk,
Swanson, & Gatchel, in press). Also troubling is the rapidly
increasing number of cases of non-medical uses (i.e., taken for
the mood elevating effect not to treat physical pain) of pre-
scription opioids and deaths that are associated abuse corre-
lated with the greater availability of these medications (SAMSA,
2004).

CHAPTER SUMMARY

The results of the available studies raise serious concerns
about the long-term use of opiods: (1) the actual benefits
reported are rather modest and there are no cures associated
with long-term use of opioids; (2) few studies have shown any
improvement in the patients’ physical or psychological func-
tioning; (8) adverse side-effects can be substantial; (4) studies
have reported significant problems with misuse, abuse, and
diversion of the drugs; and (5) the outcomes of pain clinics have
demonstrated reduction of pain associated with reduction of
opioids. The central question is not whether chronic pain patients
should ever be treated with opioids but, rather, what are the
characteristics of patients who are able to reduce pain and
improve physical and psychological functioning without signifi-
cant problems accompanying long-term use? At the present
time it seems premature to recommend that opioids be used on
a long-term basis for a significant number of patients although
there is no question that some are able to benefit without sig-
nificant aberrant behaviors.

1 At the psychological level, sensations are experi-
ences associated with simple stimuli. At the bio-
logical level, sensory processes involve the sense
organs and connecting neural pathways, and are
concerned with the initial stages of acquiring
stimulus information. The senses include vision;
audition (hearing); olfaction (smell); gustation
(taste); the skin senses, which include pressure,
temperature, and pain; and the body senses.

2 One property that can be used to describe all senses
is sensitivity. Sensitivity to stimulus intensity is
measured by the absolute threshold, which is the
minimum amount of stimulus energy that can be
reliably detected. Sensitivity to a change in intensity
is measured by the difference threshold or jnd, the
minimum difference between two stimuli that can
be reliably detected. The amount of change needed
for detection to occur increases with the intensity of
the stimulus and is approximately proportional to
it (the Weber-Fechner law).

3 Another property of great interest is the relation
between stimulus intensity and the magnitude of
sensation for above-threshold stimuli. This rela-
tion is captured in Stevens’ power law which
states that perceived stimulus magnitude is a
power function of physical stimulus magnitude.
The exponent of the power function differs for
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different sensory modailities; for most, like sound
intensity, the exponent is less than 1.0, which
means that the function relating perceived to
physical intensity is concave down. For others,
like pain intensity, the exponent is greater than
1.0, which means that the function relating per-
ceived to physical intensity is concave up.

4 Sensation is often viewed as the process of
detecting a signal that is embedded in noise. In
some cases, a signal may be ‘detected’ even when
only noise is present; this is referred to as a false
alarm, while correctly detecting a signal that is
present is called a hit. The use of signal detection
theory allows the process of detecting a stimulus
to be decomposed into two separate numbers: one
representing the observer’s sensitivity to the signal
and the other representing the observer’s bias to
respond ‘signal present’. Signal-detection theory is
not only useful as a fundamental scientific tool,
but has important practical applications, such as
evaluating the performance of a radiologist trying
to detect abnormalities in noisy x-rays.

5 Every sense modality must recode or transduce its
physical energy into neural impulses. This trans-
duction process is accomplished by the receptors.
The receptors and connecting neural pathways code
the intensity of a stimulus primarily by the rate of
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neural impulses and their patterns; they code the
quality of a stimulus according to the specific nerve
fibers involved and their pattern of activity.

The stimulus for vision is light, which is electro-
magnetic radiation in the range from 400 to 700
nanometers. Each eye contains a system for
forming the image (including the cornea, pupil,
and lens) and a system for transducing the image
into electrical impulses. The transduction system
is in the retina, which contains the visual recep-
tors, that is, the rods and cones.

Cones operate at high light intensities, lead to
sensations of color, and are found mainly in the
center (or fovea) of the retina; rods operate at low
intensities, lead to colorless sensations, and are
found mainly in the periphery of the retina. Our
sensitivity to the intensity of light is mediated by
certain characteristics of the rods and cones. Of
particular importance is the fact that rods connect
to a larger number of ganglion cells than do cones.
Because of this difference in connectivity, visual
sensitivity is greater when it is based on rods than
when it is based on cones, but visual acuity is
greater when it is based on cones than when it is
based on rods.

Different wavelengths of light lead to sensations of
different colors. The appropriate mixture of three
lights of widely separated wavelengths can be
made to match almost any color of light. This fact
and others led to the development of trichromatic
theory, which holds that perception of color is
based on the activity of three types of receptors
(cones), each of which is most sensitive to wave-
lengths in a different region of the spectrum.

There are four basic color sensations: red, yellow,
green, and blue. Mixtures of these make up our
experiences of color, except that we do not see
reddish-greens and yellowish-blues. This can be
explained by the opponent-color theory, which
proposes that there are red-green and yellow-blue
opponent processes, each of which responds in
opposite ways to its two opponent colors. Tri-
chromatic and opponent-color theories have been
successfully combined through the proposal that
they operate at different neural locations in the
visual system.

The stimulus for audition (hearing) is a wave of
pressure changes (a sound wave). The ear includes
the outer ear (the external ear and the auditory
canal); the middle ear (the eardrum and a chain of
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bones); and the inner ear. The inner ear includes
the cochlea, a coiled tube that contains the basilar
membrane, which supports the hair cells that
serve as the receptors for sound. Sound waves
transmitted by the outer and middle ear cause the
basilar membrane to vibrate, resulting in a bend-
ing of the hair cells that produces a neural
impulse.

Pitch, the most striking quality of sound, increases
with the frequency of the sound wave. The fact
that we can hear the pitches of two different tones
sounded simultaneously suggests that there may
be many receptors, which respond to different
frequencies. Temporal theories of pitch perception
postulate that the pitch heard depends on the
temporal pattern of neural responses in the audi-
tory system, which itself is determined by the
temporal pattern of the sound wave. Place
theories postulate that each frequency stimulates a
particular place along the basilar membrane more
than it stimulates other places, and that the place
where the maximum movement occurs determines
which pitch is heard. There is room for both
theories, as temporal theory explains perception
of low frequencies while place theory accounts for
perception of high frequencies.

Olfaction (smell) is even more important to non-
human species than to humans. Many species use
specialized odors (pheromones) for communica-
tion, and humans seem to possess a vestige of this
system. The stimuli for smell are the molecules
given off by a substance. The molecules travel
through the air and activate olfactory receptors
located high in the nasal cavity. There are many
kinds of receptors (on the order of 1,000). A
normal person can discriminate among 10,000 to
40,000 different odors, with women generally
doing better than men.

Gustation (taste) is affected not only by the sub-
stance being tasted but also by genetic makeup
and experience. The stimulus for taste is a sub-
stance that is soluble in saliva; many of the
receptors occur in clusters on the tongue (taste
buds). Sensitivity varies from one place to another
on the tongue. Any taste can be described as one
or a combination of the four basic taste qualities:
sweet, sour, salty, and bitter. Different qualities of
taste are coded partly in terms of the specific nerve
fibers activated — different fibers respond best to
one of the four taste sensations — and partly in
terms of the pattern of fibers activated.
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Two of the skin senses are pressure and temper-
ature. Sensitivity to pressure is greatest at the lips,
nose, and cheeks, and least at the big toe. We are
very sensitive to temperature, being able to detect
a change of less than one degree centigrade. We
code different kinds of temperatures primarily by
whether hot or cold receptors are activated.

Any stimulus that is intense enough to cause tissue
damage is a stimulus for pain. There are two
distinct kinds of pain, which are mediated by

CORE CONCEPTS

different neural pathways. Phasic pain is typically
brief and rapidly rises and falls in intensity; tonic
pain is typically long lasting and steady. Sensitiv-
ity to pain is greatly influenced by factors other
than the noxious stimulus, including expectations
and cultural beliefs. These factors seem to exert
their influence by opening or closing a neural gate
in the spinal cord and midbrain; pain is felt only
when pain receptors are activated and the gate is
open.

sensations

perception

back projections

absolute threshold
psychophysical procedures
trials

dark adaptation

photon

standard

difference threshold

just noticeable difference (jnd)
Weber fraction
suprathreshold

power function

exponent

signal detection theory
signal versus noise
sensation versus bias

hits and false alarms

sensitivity and bias
expectation
temporal pattern
retina

rods and cones
fovea

transduction

dark adaptation curve
spatial acuity
visual acuity
contrast acuity
color constancy
hue

brightness

saturation

color-matching experiment

metamers
dichromatism

frequency (of a tone)
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hertz

pitch

amplitude (of a tone)
loudness

timbre

eardrum

auditory canal

oval window
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ear)
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basilar membrane
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resonance

place theory
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olfactory cortex
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CHAPTER 5
PERCEPTION

For more Ce



n a warm Saturday some years ago, two young men — we’ll call them
o Alex and Simon - left their homes for a day’s hunting trip. As they
walked along an abandoned road, their conversation touched on various
hunting-related topics, but mostly they talked about bears. Alex had seen a
bear the previous weekend, and both men were apprehensive about these
dangerous creatures. They knew that their hunting rifles were powerful, but
they were well aware that bears were equally powerful. The hunters main-
tained a constant vigil.

It was almost midnight by the time Alex and Simon retraced their path along
the road bound for home. There was no moon; the forest was quiet and dark.
The two hunters were tired from their day’s efforts. As they rounded a curve,
they suddenly became aware of a low growling sound which they perceived to
come from a large, dimly illuminated animal quivering slowly but ominously in
the middle of the road, about 50 meters away. Terrified, they raised their rifles
and fired. The growling noise and the quivering abruptly ceased. An instant
later an unmistakably human scream pierced the night. The hunters’ relief at
having killed the bear was replaced by confusion and dismay as they realized
that the bear wasn’t a bear at all. It was a tent in which had dwelt two campers.
One of the campers now lay dead from a bullet wound, while the other knelt
above him, wailing in horror.

Investigation carried out in the aftermath of this terrible event revealed that
Simon’s bullets had passed harmlessly through the tent; it was one of the
bullets from Alex’s gun that killed the camper. Accordingly, Alex went to trial,
accused of negligent homicide. The tragedy of the killing was mirrored in the
courtroom by Alex’s overwhelming sorrow about what had happened. There
was one critical fact, however, about which both Alex and Simon were certain:
They had perceived a bear, not a tent that night. “We never would have shot if
we had had any idea that it wasn’t a bear’, they both swore. The prosecutor
dismissed these assertions as ridiculous and desperate lies: The bullet-riddled
tent itself was placed in the center of the courtroom and the prosecutors asked
[ the jury, ‘How could the defendant
. have possibly mistaken this rectangular
yellow tent for a furry brown bear?’

How indeed? On the face of it, the
prosecution’s question seems quite

reasonable. There, sitting in the court-

room, for all to behold, was a big
© The McNeil River State Game Sanctuary, Photo by Jon C. Pascal
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I
LOVE
PARIS IN THE
THE SPRINGTIME

Figure 5.1 Raw Data and the Resulting Perception. Left panel: Do you see a meaningful object? (Look at Figure 5-38 on page 193 if

you need help.) Right panel: What does the phrase say?

yellow tent, appearing not at all similar to a bear. How-
ever, a half-century’s research on perception — visual
perception in this instance — suggests that under the cir-
cumstances, it wasn’t at all unreasonable for Simon and
Alex to have perceived the tent to be a bear. In this
chapter we will elaborate on why this is so, demonstrating
in the process how the raw sensations that we discussed in
Chapter 4 become translated into the perceptions that are
directly responsible for our behavior.

To get a feel for what we mean by this, let’s start with a
couple of demonstrations. Look first at the left panel of
Figure 5.1. Do you recognize an object? If you are like
most people (and have not seen this demonstration pre-
viously), your answer would be, ‘No’. Now look at the
right panel of Figure 5.1. What does it say? Again if
you’re normal and haven’t seen this demonstration
before, you probably read, ‘T LOVE PARIS IN THE SPRINGTIME .
In both cases you had , of meaningless black-
and-white blobs in one instance and of a common cliché
in the other, that somehow derived from the basic,
objective stimulus, that is the light that entered your
eyes and fell on your retina. In both instances, however,
there are interesting and systematic disconnects between
the raw data and the ensuing perception. Does that

WHAT IS THE USE OF
PERCEPTION?

Any living organism must solve an unending series of
problems presented to it by the environment within
which it dwells. The complexity of the problems and
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‘T love Paris’ statement really say what you thought it did?
Look at it again, this time reading it very slowly and
word-by-word. You will see that it actually says, ‘I love
Paris in the the Springtime’. What about those meaning-
less blobs in the left panel of Figure 5.1? Look at the
picture on page 193 and return here when you’ve done so.
Are you back? The left panel of Figure 5.1 is no longer
meaningless, is it? Indeed, if you are like most people, it is
difficult for you to believe that it ever was meaningless.
The stimulus entering your eyes is identical to what it was
before, but the perception is entirely different: The black-
and-white blobs are now organized into a meaningful
object.

These demonstrations are designed to convince you
that while information may enter our senses in bits and
pieces, that is not how we perceive the world. We perceive
a world of objects and people, a world that gracefully
presents us with integrated wholes, rather than chaoti-
cally bombarding us with piecemeal sensations. Only
under unusual circumstances, or when we are drawing or
painting, do we notice the individual features and parts of
stimuli; most of the time we see three-dimensional objects,
hear words and music, taste and smell the frying fish and
chips, and feel a hand on our arm.

associated sophistication of the solutions depend on the
nature and complexity of the organism. If you are a
daffodil, for example, the problems you must deal with
are relatively simple. You must figure out where
your roots should go on the basis of the soil structure
you’re planted in, determining in the process, the soil’s
texture, along with the distribution within the soil
of moisture and nutrients. Additionally you must
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determine which way to orient yourself on the basis of
where the sun is.

But that’s about it for daffodils. Humans, it won’t
surprise you to hear, are quite a bit more complex. With
respect to perception, the most important differences
between daffodils and humans are these: First a human is
mobile: The vast majority of us must make our way
through the environment, determining in the process, the
potential routes that we could take and the obstacles that
must be surmounted for each route. Second, a human
manipulates objects: We turn the steering wheel on a car,
sign our names with a pen, and kick a ball toward the
goal. Third, a human makes decisions on the basis of

such as written or spoken words or hiero-
glyphics. Fourth, a human makes and executes complex
plans to deal with sudden unexpected events: upon
glimpsing a sinister form in a dark alley, we evaluate our
options and cross to the other side of the street where we
can seek safety in the crowd that has gathered there.

Processing and using incoming sensory
information

How do we do this? One possibility is that the informa-
tion from the environment — in the case of vision, the
environment’s two-dimensional representation on our
retina — is all that is really necessary to live a normal life.
The American J. J. Gibson offered a

, which specified just that. According to Gibson, the
vast richness of optical information from the world — the
change in texture with distance, the shifting of objects’
images relative to one another as one walks by them, and
so on - is sufficient to solve all vision-related problems
that the world presents us.

Although ingenious, sophisticated and useful. Gibson’s
theory has been rejected by most perception scientists as
insufficient. Instead, it is argued, humans require a con-
tinually updated image or a
within our brains, and it is then based on that model that
humans perceive, make decisions, and behave. Two
ingredients are necessary to formulate and maintain such
a model. The first is some means of acquiring raw
information about the environment. In Chapter 4, we
discussed how our sense organs are used to accomplish
this. But acquiring raw information is not sufficient to
build a model, any more than acquiring a stack of wood is
sufficient to build a house. In addition, we need a means
of organizing all this raw information into some kind of
coherent structure.

Such organization is not simple. Most basically, per-
ception of the world involves solving what is referred to
as the many-to-one problem. Illustrated in vision, this
problem boils down to the mathematical necessity that
many configurations of objects in the environment all give
rise to the same representation on the retina. Later in this
chapter we will have quite a bit more to say about this.
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For the moment, to illustrate, think of seeing a pine tree in
the distance. A 2-meter-high tree seen from a distance of
100 meters would produce the same-size retinal image as
a 4-meter-high tree seen from a distance of 200 meters (as
would an infinite number of other height—distance com-
binations). The many-to-one problem entails deciding,
based on the one retinal image, which of the infinite
possible size—distance configurations gives rise to the
retinal image. The visual system must solve this problem
by using other information — both information already
stored in the brain (e.g., these trees are Christmas trees
which are generally 2-meter rather than 4-meter trees)
and additional visual cues (e.g., the person standing next
to the tree is about the same height as the tree).

More generally, making inferences from the sensory
data back to the state of the environment that gave rise to
the data requires assumptions about how the world is put
together — birds are usually to be found above horses,
stoves are usually to be found near refrigerators, a scene is
usually illuminated by a single kind of light source, and so
on. Thus, perception is the use of such assumptions to
integrate incoming sensory information into a model of
the world, based upon which we make decisions and take
action. Usually this process works pretty efficiently and,
for example, a yellow tent in the environment produces a
model — a perception — of a yellow tent in our mind.
Sometimes it doesn’t work so well: A yellow tent in the
environment produces the perception of a bear in our
mind, and we shoot it. Generally speaking, each sensory
modality — seeing, hearing, and so on — has both a sense
organ involved in acquiring the raw information from the
environment and a more central system in the brain for
transforming this information into organized percepts.

Five functions of perception

Perception is sufficiently complex that any classification
of it must be somewhat arbitrary. For organizational
purposes, however, it is useful to divide perceptual issues
into five categories. First via the process of attention a
decision must be made about which incoming informa-
tion is to be further processed, and which is to be dis-
carded (should I be eavesdropping on the conversation on
my left which seems to be about my spouse or the con-
versation on my right which seems to involve cricket
scores?). Second, the system must be able to determine
where objects of interest are (is that potentially dangerous
object at arm’s length, on my left, hundreds of meters
straight ahead, or where?). Third, the perceptual system
must be able to determine which objects are out there (is
that a tent or a bear that Pm looking at?). Fourth, the
system must be able to abstract the critical features of a
recognized object (a couch that has wrinkles and bumps
in it would be reasonably perceived and described as
‘rectangular’ even though its shape isn’t a perfect rect-
angle). This abstraction ability is closely related to the



154 | PERCEPTION

fifth category of perceptual issues, that of

: The perceptual system must maintain certain
inherent features of objects (e.g., a door’s inherent rect-
angular shape) even when the door’s angle to you is such
that it forms a trapezoid on your retina.

In the next five sections, we will discuss these five
issues: attention, localization, recognition, abstraction,
and constancy. We will then discuss some of the biolog-
ical correlates of these perceptual processes. Finally, we
consider the development of perception. Throughout
the chapter we focus primarily on visual perception
because this is the area that has been most investigated.
Keep in mind, though, that the goals of localization, rec-
ognition, and constancy apply to all sensory modalities.
With regard to recognition, for example, we can use our
hearing to recognize a Mozart sonata, our sense of smell to
recognize fish and chips, our sense of touch to recognize
our keys in our trouser pocket, and our body senses to
recognize that we are upright in a dark room.

INTERIM SUMMARY

® The study of perception deals with the question of
how organisms process and organize incoming raw
sensory information in order to (1) form a coherent
representation or model of the world within which the
organism dwells and (2) use that representation to solve
naturally occurring problems, such as navigating,
grasping, and planning.

® Five major functions of the perceptual system are:
(1) determining which part of the sensory environment to
attend to, (2) localizing, or determining where objects
are, (3) recognizing, or determining what objects are,
(4) abstracting the critical information from objects, and
(5) keeping the appearance of objects constant, even
though their retinal images are changing. Another area
of study is how our perceptual capacities develop.

ATTENTION

We began the previous chapter, Sensory Processes, by
underscoring that at any given instant our sense organs
are being bombarded with a vast amount of information
from the environment. As you sit reading, stop for a
moment and attend to the various stimuli that are
reaching you. There is, in your visual field, more than just
the pages of this book. Perhaps your left shoe is feeling a
little tight. What sounds do you hear? What odors are
there in the air?

Meanwhile the human bombardee is generally engaged
in trying to accomplish some task. This task could be as
simple as drinking a cup of coffee or as complex as doing
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brain surgery, or something in between like trying to
digest the information in this book. Whatever the task,
however, only a tiny portion of the incoming stream of
information is relevant to it; the vast majority is irrele-
vant. This state of affairs implies that the sensory systems
and the brain must have some means of screening the
incoming information — allowing people to select only the
information relevant to the task at hand for perceptual
processing, and to ignore the irrelevant information. If
such a screening process did not exist, the irrelevant
information would overwhelm the relevant information,
and we would never get anything done.

The ability to selectively attend only to a small subset of
all of the information in the environment is the topic of
this section. This seemingly simple ability is now widely
believed to involve three separate sets of processes that are
anatomically distinct in the brain (e.g., Fan et al., 2002).
One is responsible for keeping us alert. For example, an
air-traffic controller needs to remain alert in order to
remain aware of the various aircraft that she is responsible
for; failure of this system might lead to a disastrous
attentional lapse. A second system is responsible for ori-
enting processing resources to task-relevant information
(e.g., focusing on the voice so that we can understand
what is being said), and the third, sometimes referred to as
the ‘executive’, decides whether we want to continue
attending to the information or instead switch attention to
other information (e.g., “This person is talking about
chloroplasts — I have no interest in chloroplasts’). The
point is that rather than being a single process, attention is
best thought of as involving multiple interacting processes.
We describe these processes in more detail below.

Selective attention

How exactly do we direct our attention to objects of
interest? The simplest means is by physically reorienting
our sensory receptors. For vision, this means moving our
eyes until the object of interest falls on the fovea which,
you will recall from Chapter 4, is the most sensitive
region of the retina — the region designed to process visual
detail.

Studies of visual attention often involve observing an
observer looking at a picture or scene. If we watch the
person’s eyes, it is evident that they are not stationary.
Instead visual scanning takes the form of brief periods
during which the eyes are relatively stationary, called

, separated by quick jumps of the eye called

. Each fixation lasts approximately 300 milli-
seconds (about a third of a second) while saccades are
very fast (on the order of 20 milliseconds). It is during
the fixation periods that visual information is acquired
from the environment; vision is essentially suppressed
during saccades.
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Figure 5.2 Eye Movements in Viewing a Picture. Next to the
picture of the girl is a record of the eye movements made by an

individual inspecting the picture. (D. L. Yarbuss (1967) ‘Eye Move-
ments and Vision’, Plenum Publishing Corporation. Reproduced by
permission of the publisher)

By monitoring a person’s eye fixation pattern over a
scene, we can gain considerable insight about the
sequencing of the person’s visual attention. There are a
number of techniques for recording eye movements but
all of them eventually produce a millisecond-to-milli-
second computer record of where on the scene is the gaze.
Such a record can be used, among other things, to
reproduce the scene itself along with the sequence of
fixations on it, as shown in Figure 5.2. Generally speaking
the points on which the eyes fixate are not random, but
rather are the areas of the scene that contain the most
information. The exact definition of ‘information’ is
beyond the scope of this book, but in this context it refers
roughly to those areas that are most likely to distinguish
the scene being viewed from any other similar scene. For
example, as shown in Figure 5.2, a person looking at a
face makes many fixations on the eyes, nose, and mouth —
those features that most efficiently distinguish one face
from another. Loftus and Mackworth (1978) demon-
strated the relation between fixations and pictorial
information by presenting a picture containing an object
that was either unusual or not unusual within some
background context. For instance, one observer might be
shown a picture of a farmyard with a tractor in the middle
of it, while another observer would see the same farmyard
picture but with an octopus rather than the tractor. Eye
fixations were directed earlier and more frequently to the
unusual object (the octopus) than to the normal object
(the tractor). (For control purposes, two other observers
would see pictures with, respectively, an octopus in an
underwater scene and a tractor in the same underwater
scene; here the tractor would be the unusual object and

the octopus would be the normal object).
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A useful practical application of this kind of eye move-
ment research concerns what is referred to as

: Victims of armed crimes are often able to very
accurately describe what the weapon looked like, but
seem to know relatively little about other aspects of the
scene, such as the appearance of the person who was
wielding the weapon, suggesting that attention was pri-
marily focused on the weapon. Laboratory studies have
generally confirmed this anecdotal evidence (see Steblay,
1992). Loftus, Loftus, and Messo (1987) recorded eye
movements while observers looked at a slide sequence,
one of which showed a person handling a critical object
which was either benign (a checkbook) or threatening (a
knife). They found that more eye fixations occurred on
the critical object compared to the rest of the scene when
the object was threatening than when it was benign;
correspondingly, observers were less able to recognize
other aspects of the scene, such as the face of the person
holding the object, when they had viewed a threatening
compared to a benign object.

It’s important to note that the laboratory studies
undoubtedly underestimate the attention-demanding
power of a weapon compared to the real-life situations
that they are meant to explore. In both the real-life and
the laboratory situations, a weapon is unusual and
would be expected to draw attention on that basis, as
described above. However, the real-life situation has the
added component that the weapon constitutes crucial
environmental information relevant to what becomes the
threatened individual’s immediate task: that of survival.

Although we normally attend to what our eyes are pointed
at, we can also selectively attend to a visual stimulus
without moving our eyes. In experiments that demonstrate
this, observers have to detect when an object occurs. On
each trial, the person stares at a blank field, then sees a
brief cue directing them to attend either to the left or to the
right. An object is then presented either in the location
indicated by the cue or in the opposite location. The
interval between the cue and object is too brief for
observers to move their eyes, yet they can detect the object
faster when it occurs in the cued location than elsewhere.
Presumably, they are attending to the cued location even
though they cannot move their eyes there (Posner &
Raichle, 1994).

Auditory attention

Attention is multimodal; that is, attention can move
within a modality (e.g., from one visual stimulus to
another) or between modalities (we have all had the
experience of shifting our attention from watching the
road while driving to listening to the person who just
called our cell phone). Much of the original research on
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Although we may hear a number of conversations around us, as
at a cocktail party, we remember very little of what we do not
attend to. This is known as selective listening.

attention was done on auditory attention (e.g., Cherry,
1953). A real-life analogue of Cherry’s work is a crowded
party. The sounds of many voices bombard our ears.
However, we can use purely mental means to selectively
attend to the desired message. Some of the cues that we
use to do this are the direction the sound is coming from,
the speaker’s lip movements, and the particular charac-
teristics of the speaker’s voice (pitch and intonation).
Even in the absence of any of these cues, we can (though
with difficulty) select one of two messages to follow on
the basis of its meaning.

Attention, perception, and memory

With some caveats to be described in Chapter 8, a general
rule has emerged about the relation between attention
and later memory: We are consciously unaware of, and
remember little, if anything, about nonattended infor-
mation. In the auditory domain, a procedure known as

is used to demonstrate this. The observer wears
stereo earphones; however, entirely different messages are
played to the two different ears. The person is asked to
repeat (or ‘shadow’) one of the messages as it is heard.
After a few minutes the messages are turned off and
the listener is asked about the unshadowed message.
The listener’s report of the message is usually limited to
the physical characteristics of the sound in the unshad-
owed ear — whether the voice was high or low, male or
female, and so forth; he or she can say almost nothing
about the content of the message and, indeed, does not
even notice when the language changes from English to
French and then back again (Moray, 1969). Loftus
(1972) reports an analogous finding in vision. He showed
two pictures, side-by-side, but asked the observer to look
at only one of them (and monitored the observer’s eye
movements to ensure compliance). The finding was that
later memory was considerable for the attended picture,
but was nil for the unattended picture.
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The fact that we can report so little about auditory
messages that we do not attend to initially led researchers
to the idea that nonattended stimuli are filtered out
completely (Broadbent, 1958). However, there is now
considerable evidence that our perceptual system pro-
cesses nonattended stimuli to some extent (in vision as
well as audition), even though those stimuli rarely reach
consciousness. One piece of evidence for partial process-
ing of nonattended stimuli is that we are very likely to
hear the sound of our own name, even when it is spoken
softly in a nonattended conversation. This could not
happen if the entire nonattended message were lost at
lower levels of the perceptual system. Hence, lack of
attention does not block messages entirely; rather, it
attenuates them, much like a volume control that is
turned down but not off (Treisman, 1969).

Costs and benefits of selectively
attending to stimuli

As the previous section indicates, one cost of selectively
attending to information is that observers are often
oblivious to other, potentially important, stimuli in the
environment. For example, Simons and Chabris (1999)
showed participants a film of several students passing a
basketball to one another; the observers’ task was to
count the total number of passes. During the film a person
dressed in a gorilla suit slowly walked right through the
middle of the scene. Because participants attended to
the basketball almost nobody noticed the gorilla! This

is closely related to ,
which is the failure of people to notice even large-scale
changes to scenes. An interesting case of this was dem-
onstrated by Simons and Levin (1998) on the campus of
Cornell University New York State. In each trial of their
experiment a student stopped a pedestrian to ask direc-
tions to a building. While the pedestrian responded, two
people carrying an opaque door walked between the two
people, temporarily blocking the pedestrian’s view of the
student; during this time the student switched places with
one of the door carriers. Subjects noticed less than half of
the time that they were now talking to a completely dif-
ferent person! Manipulations that drew attention to the
speaker’s face substantially reduced this change-blindness
effect.

That people can switch attention between sets of
information has been recently put to interesting use by
medical science in surgery for cataracts, which occur
when the lens of the eye becomes cloudy so that it no
longer adequately transmits light. The typical procedure
is to remove the cloudy lens, replacing it with a clear
artificial one. However, unlike a natural lens which can
adjust its thickness to focus on objects at varying dis-
tances, artificial lenses are usually rigid. As a result,
people who receive them can clearly see objects that are at
least three feet away, but need special glasses to focus on



LOCALIZATION

157

close objects and to read. New artificial lenses have been
developed that consist in a set of numerous concentric
rings, where alternating rings focus on close and far
objects. As a result, two images are simultaneous projected
onto the retina — one in which near objects are in focus and
far ones are blurry, and a second where far but not near
objects are in focus. Research indicates that patients who
receive these lenses can selectively attend to one image or
the other, and are unaware of the nonattended image.
Thus a single fixed lens can provide clear perception for
objects both near and far (e.g., Brydon, 2003).

INTERIM SUMMARY

® Selective attention is the process by which we select
some stimuli for further processing while ignoring
others. In vision, the primary means of directing our
attention are eye movements. Most eye fixations are on
the more informative, i.e., unusual, parts of a scene.

® Selective attention also occurs in audition. Usually we
are able to selectively listen by using cues such as the
direction from which the sound is coming and the voice
characteristics of the speaker.

® For the most part, we can only remember what we
attend to. Our ability to selectively attend is mediated by
processes that occur in the early stages of recognition
as well as by processes that occur only after the
message’s meaning has been determined.

® By not attending to — i.e., ignoring — large parts of the
environment, we lose the ability to remember much
about those parts of the environment. However, such
selective attention pares down the amount of necessary
information processing to the point where it is
manageable by the brain.

CRITICAL THINKING QUESTIONS

1 It seems quite clear that attention can be monitored
by watching where a person looks. Suppose that
you hypothesize that selective visual attention could
go from one place to another in the environment
even with the eyes held still. How would you test this
hypothesis?

2 How does selective attention aid perception under
everyday circumstances? What would be the
consequences of driving a car in a city where no one
had the ability to attend selectively? What kinds of
accidents might occur more frequently than occur now?
Would any kinds of accidents be apt to occur less
frequently?
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LOCALIZATION

Earlier, we described various problems that humans must
solve for which localization of information is relevant.
The most important such problems are (1) navigating our
way around the often cluttered environment (think about
what is required just to make your way from your bed to
your kitchen sink without running into anything) and
(2) grasping an object (to smoothly guide your fingers in
quest of picking up your pen, you must know accurately
where the pen is to begin with).

To know where the objects in our environment are, the
first thing that we have to do is separate the objects from
one another and from the background. Then the per-
ceptual system can determine the position of the objects in
a three-dimensional world, including their distance from
us and their patterns of movement. In this section we
discuss each of these perceptual abilities in turn.

Separation of objects

The image projected on our retina is a mosaic of varying
brightnesses and colors. Somehow our perceptual system
organizes that mosaic into a set of discrete objects pro-
jected against a background. This kind of organization
was of great concern to Gestalt psychologists. (Recall
from Chapter 1 that Gestalt psychology was an approach
to psychology that began in Germany early in the twen-
tieth century.) The Gestalt psychologists emphasized the
importance of perceiving whole objects or forms, and
proposed a number of principles to explain how we
organize objects.

The most elementary form of perceptual organization is
that in a stimulus with two or more distinct regions, we
usually see part of it as a figure and the rest as ground (or
background). The regions seen as a figure contain the
objects of interest — they appear more solid than the
ground and appear in front of it. Figure 5.3a shows that
figure—ground organization can be ambiguous. When you
look at this pattern you might see a pair of silhouette faces
gazing at each other, or you might see an ornate vase. The
vase appears white against a black ground, whereas the
faces are black against a white ground. Notice that as you
look at Figure 5.3b for a few moments, the two pattern
organizations alternate in consciousness, demonstrating
that the organization into figure and ground is in your
mind, not in the stimulus. Notice, also, that the faces and
the vase never appear together. You ‘know’ that both are
possible, but you cannot ‘see’ both at the same time.
Generally speaking, the smaller an area or a shape, the
more likely it is to be seen as figure. This is demonstrated
by comparing Figures 5.3a, b, and c. It is easier to see the
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Distraction via Virtual Reality Diminishes
Severe Pain

While driving down a road in Baghdad in a U.S. military patrol
humvee convoy, 21-year old Mark Powers was badly burned
when a terrorist’s roadside bomb exploded up into his vehicle.
Deep flash burns to his hands, arms, chest and thighs covered
over 32 percent of his body, and required skin grafting.

Although opioid pain killers helped reduce his pain as he lay
motionless in his hospital bed, they were much less effective
during wound-care procedures. While having his wounds
cleaned, Mark, like most burn patients, continued to experience
severe to excruciating pain as well as numerous unpleasant
side effects from the drugs. In response, the patient was given
virtual reality SnowWorld to help reduce excessive pain from his
combat-related burn injury (Maani, Hoffman et al,. 2008).

In 1996, Dr. Hunter Hoffman, from the University of
Washington’s Human Interface Technology Laboratory and
Dr. David Patterson from Seattle’s Harborview Hospital Burn
Center co-originated a new psychological pain control
technique — one that relied on diverted attention in a virtual-
reality (VR) setting — to supplement the usual drugs.

Diverting attention is particularly useful with burn pain. The
reason for this is that pain perception has a strong psycho-
logical component. As described in Chapter 4, pain, like any
sensory input, consists of a specific signal, in this case, a train
of nerve impulses from pain receptors in the skin. However, as
we discuss in this chapter, perception, which is the interpre-
tation of sensory input, is not entirely determined by the sen-
sory input. This potential disconnect between sensation and
perception is particularly salient with pain: The same incoming
pain signal can be interpreted as painful or not painful,
depending on what the patient is thinking and doing.

To explore what happens in someone’s brain when they
experience virtual reality analgesia, the researchers designed
a unigue magnet-friendly fiberoptic photonic VR goggle system
so subjects could have the illusion of going inside SnowWorld

a) b)
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while scientists measured their brain activity. Since fMRI brain
scanners measure changes in brain activity, Hoffman,
Richards, et al. (2004) attached a small medical hotplate to the
foot of healthy volunteers, which delivered 30 seconds of pain
+ 30 seconds of no pain, six times. Participants reported
feeling strong pain when the hotplate was hot, and their brains
showed increased activity in five brain areas of the brain
associated with pain perception. Interestingly, when these
participants went into SnowWorld, they reported large reduc-
tions in pain even when the hotplate was on, and the amount of
pain-related brain activity dropped 50 to 97 percent in all five
brain ‘regions of interest’. In other words, fMRI brain scans
provided objective evidence that VR reduces pain, and early
clues to how VR reduces pain (see Hoffman, 2004).

These results can be interpreted within the context of what
is known as a gate control theory of pain. The idea here is that
higher order thought processes such as attentional distraction,
can initiate feedback signals from the cortex to the spinal cord,
thereby inhibiting the intensity of incoming pain signals. In other
words, in addition to influencing the way patients interpret
incoming pain signals, distraction may actually reduce the
intensity of the incoming pain signals.

The problem with burn patients is that, unable to rise from
their beds during wound care, they are not generally able to
interact with any sort of interesting, attention-attracting real-
world environment. Enter VR, which allows the patient to enter
any world imaginable without physically going anywhere. A VR
computer set up in the hospital room sends video output to
two miniature LCD screens positioned in front of the patient’s
eyes using a specially designed helmet. Motion sensors track
the patient’s head position and feed this information into the
computer. When the patient moves his or her head (e.g., looks
up), the computer updates the artificial environment accordingly
(e.g., changing the image from a virtual river to a virtual sky).
These real-time changes in sensory input, in response to
patients’ actions, afford the illusion of actually being in the
computer-generated environment. In principle, a person’s

)

Figure 5.3 Reversible Figure and Ground. Three patterns in which either a white vase or a pair of black faces can be seen. Note that it
is impossible to see both organizations at the same time, even though you know that both are possible percepts. When the white area is
smaller (a), the vase is more likely to be seen; when the black area is smaller (c), the faces are more likely to be seen.
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perception within VR can perfectly mimic the perception of a
person within the real world (as spectacularly envisioned by the
science-fiction writer, Neil Stephenson in his novel, Snow
Crash).

An incoming pain signal requires conscious attention to
be perceived as pain. But being drawn into another world — one
of virtual reality — drains a substantial amount of attentional
resources, leaving less available to process pain signals. Thus,
the attentional ‘spotlight’ that would normally be focused on the
pain is lured instead into the virtual world. For many patients
undergoing VR treatment, their pain — particularly the normally
excruciating pain associated with the care and cleansing of their
wounds — becomes little more than an annoyance, distracting
them from their primary goal of exploring the virtual world.

In a preliminary case study (Hoffman, Doctor, Patterson,
Carrougher and Furness, 2000), two patients with severe burns
went into a VR environment consisting of a virtual kitchen
complete with countertops, a window looking out at a partly
cloudy sky, cabinets and doors. Patients could perform actions
— pick up a teapot, plate, toaster, plant, or frying pan - by
inserting their cyberhand into the virtual object, and clicking a
grasp button on their 3-D mouse. Each patient could pick up a
virtual wiggly-legged spider or eat a virtual chocolate bar that
possessed solidity, weight and taste, created via a mixed-
reality force feedback technique developed by Hoffman.

The VR treatments showed a great deal of promise with
these two initial patients. Patient 1 had five staples removed
from a burn skin graft while playing Nintendo (a control con-
dition), and six staples removed from the same skin graft while
in VR. He reported dramatic reductions in pain in the VR
compared to the Nintendo condition. Patient 2, even with more
severe and extensive burns, showed the same pattern.

Hoffman, Patterson and Carrougher (2000), have found
additional support that VR reduces burn pain. Twelve severely
burned patients reported substantial pain reduction during
physical therapy when in VR compared to conventional treat-
ment. In addition to distracting the patients, VR can likely be
used to motivate patients to perform necessary but normally
very painful stretching motions, using behavioral reinforcement
techniques. For example, while playing in a VR game they could

vase when the white area is smaller, and it is easier to see
the faces when the black area is smaller (Weisstein &
Wong, 1986). These figure—ground principles are not
restricted to simple stimuli. As shown in Figure 5.4, they
apply to quite complex pictures as well.

It should be noted that, while vision is the most salient
source of figure—ground relations, we can also perceive
figure—ground relations in other senses. For example, we
may hear the song of a bird against a background of
outdoor noises, or the melody played by a violin against
the harmonies of the rest of the orchestra.)

We see not only objects against a ground, but we see them
in a particular grouping as well. Even simple patterns of
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get virtual fuel for their virtual jet by gripping and ungripping
their healing hand ten times. Researchers at Shriners Childrens
Hospital in Galveston (Flores et al., 2008) recently found that
VR reduced pain during a passive range of motion exercises in
children with large severe burn wounds. VR reduced patients
pain for 25-minute physical therapy sessions, five days in a
row, with no reduction in analgesic effectiveness. Three of the
four pediatric burn patients showed large reductions in pain
during VR, and one patient showed no reduction. Many
patients report having fun during wound care and physical
therapy, when allowed to use virtual reality.

With funding from the Paul Allen Family Foundation, the
National Institutes of Health, Scandinavian Design, and the
Pfeiffer Foundation, Hoffman and worldbuilder Ari Hollander
have developed a new more attention-grabbing virtual envi-
ronment specifically designed for treating pain (selected into the
2006 Smithsonian Cooper-Hewitt National Museum of Design
Triennial). Patients fly through an icy canyon with a river and
frigid waterfall, and they shoot snowballs at snowmen, igloos,
penguins and woolly mammoths (with animated impacts,
sound effects, and soothing background music provided by
Paul Simon). The technology for these advances in pain
reduction are proceeding apace with the psychological
advances. Hoffman, Jeff Magula and Eric Seibel have recently
completed a custom optic fiber VR helmet that uses photons
instead of electrons, so burn patients can get VR while sitting in
the water-filled scrubtanks (Hoffman, Patterson et al., 2008).
They also recently developed a pair of articulated robot-arm
mounted helmet-less VR goggles for patients unable to wear
conventional helmets (Maani, Hoffman et al., 2008). Hoffman,
Patterson and colleagues are optimistic that virtual reality can
provide a much needed psychological pain control technique
that could prove valuable for treating other pain populations in
addition to burn pain (e.g., combat-related blunt force trauma
injuries, cancer procedures, emergency room ‘ERVR’, dental
pain, and physical therapy during recovery from knee surgery).
Their project nicely demonstrates the growing interdisciplinary
alliance between research in psychology on the one hand and
real-world problems in medicine on the other. Further details
about the work can be found at www.vrpain.com.

dots fall into groups when we look at them. To illustrate
this, begin by looking at the matrix of dots shown in
Figure 5.5a. These dots are equally spaced up and down,
so they can be seen as being organized in rows or col-
umns, or even as lying along diagonal paths. This is,
therefore, an ambiguous pattern that follows similar
principles to those illustrated in Figures 5.3 and 5.4. Only
one organization is seen at a time, and at intervals this
organization will spontaneously switch to another.

The Gestalt psychologists proposed a number of
determinants of grouping for these kinds of dot patterns.
For instance, if the vertical distance between dots is
reduced, as in Figure 5.5b, columns will most likely be
seen. This is grouping by proximity. If instead of varying
the dot distances we vary the color shape of the elements,
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Figure 5.4 The Slave Market with a Disappearing Bust of
Voltaire. A reversible figure is in the center of this painting by
Salvador Dali (1940). Two nuns standing in an archway reverse

to form a bust of Voltaire. Salvador Dali, Slave Market with Dis-
appearing Bust of Voltaire, 1950, The Salvador Dali Museum, St.
Petersburg, Fla

we can organize the dots on the basis of similarity (Fig-
ures 5.5¢c and d). If we move the dots to form two inter-
secting wave lines of dots, we are grouping by good
continuation (Figure 5.5¢), and if we enclose a space using
lines of dots, we will tend to see grouping by closure.
Note that in this last case we see a diamond positioned
between two vertical lines, even though the pattern could
be two familiar letters stacked on each other (W on M) or
even facing each other (K and a mirror-image K). This
illustrates the powerful nature of the Gestalt grouping
determinants. These determinants serve to create the most
stable, consistent, and simple forms possible within a
given pattern.

Modern research on visual grouping has shown that
the Gestalt determinants have a strong influence on per-
ception. For example, in one series of studies, visual tar-
gets that were part of larger visual groupings based on
proximity were much harder to detect than the same
targets seen as standing outside the group (Banks &
Prinzmetal, 1976; Prinzmetal, 1981). In another set of
studies, targets that were dissimilar to nontargets in color
and shape were easier to find than targets that were more
similar (Triesman, 1986). Even the similarity among
the various nontargets has an important effect: Targets
are easier to find as the similarity of nontargets increases,
allowing the target to ‘pop out’ as a figure distinct from the
background (Duncan & Humphreys, 1989). Finally, there
are reliable illusions associated with the Gestalt determi-
nants, such that people judge distances among the ele-
ments within perceptual groups to be smaller than the
same distances when they are between elements in differ-
ent groups (Coren & Girgus, 1980; Enns & Girgus, 1985).
All of these results show that visual grouping plays a large
role in the way we organize our visual experience.
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Figure 5.5 Gestalt Determinants of Grouping. (a) Equally
spaced dots can be seen as rows, columns, or even diagonals.
(b) Grouping into columns by proximity. (c) Grouping into col-
umns by color similarity. (d) Grouping into columns by shape
similarity. (e) Grouping by good continuation. (f) Grouping by
closure.

Although perceptual grouping has been studied mainly
in visual perception, the same determinants of grouping
appear in audition. Many demonstrations of this come
from researchers who study music perception. Proximity
in time clearly operates in audition. For example, four
drumbeats with a pause between the second and third
beats will be heard as two pairs. Similarly, sets of notes
that are close together in time will be grouped together
(as in the DUH-DUH-DUH-DUMMM opening of Beethoven’s
5th symphony). Notes that are proximal in pitch will also
be grouped together. Music often involves counterpoint,
where two melodies occur simultaneously. Listeners can
shift attention between melodies so that the attended
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melody becomes the figure and the nonattended one
becomes the ground. Often this is possible because the
two melodies are in different octaves, so that notes within
a melody are close to one another in pitch and notes
between melodies are not. Similarity and closure are also
known to play important roles in hearing tones and more
complex stimuli (Bregman, 1990).

Perceiving distance

To know where an object is, we must know its distance or
depth. Although perceiving an object’s depth seems
effortless, it is actually a remarkable achievement because
we have no direct access to the depth dimension, thereby
leading to one form of the many-to-one problem that we
discussed earlier. A retina is a two-dimensional surface
onto which a three-dimensional world is projected.
The retina therefore directly reflects height and width, but
depth information is lost and must somehow be recon-
structed on the basis of subtle pieces of information
known collectively as . Depth cues can be
classified as binocular or monocular.

Why are we and other animals equipped with two eyes
rather than with just one? There are two reasons. Some
animals, for example fishes, have eyes on either side of
their head, which allows them to see a very large per-
centage of the world around them without moving their
heads or their bodies. Other animals, for example
humans, have two eyes in the front of their heads, both
pointing in the same direction. Humans can see less of the
world at any given instant than fishes, but they can use
their two eyes to perceive depth. (Try covering one eye,
and then sit as a passenger in a car driving in stop-and-go
traffic. It’s a scary experience, because you have much less
sense than you normally would of how close you are to
cars and other objects in front of you).

The two eyes’ ability to jointly infer depth comes about
because the eyes are separated in the head, which means
that each eye has a slightly different view of the same
scene. You can easily demonstrate this by holding your
right index finger close to your face and examining it first
with only one eye open and then with only the other eye
open. The term is used to refer to the
difference in the views seen by each eye. The disparity is
largest for objects that are seen at close range and
becomes smaller as the object recedes into the distance.
Beyond 3-4 meters, the difference in the views seen by
each eye is so small that binocular disparity loses its
effectiveness as a cue for depth. However, for many
everyday tasks, such as reaching for objects and navi-
gating around obstacles, the difference in the views seen
by each eye is a powerful cue for depth.

In humans and other animals with binocular vision,
the visual part of the brain uses binocular disparity to
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assign objects to various locations in space, depending on
how far apart the two images of an object are when
compared. If the images of an object are in the same place
in the two views, the brain assumes that this is the loca-
tion on which both eyes are fixating. If the difference
between the images is large, as it is for the two views of
your finger held close to your face, the brain concludes
that the object is much closer.

In addition to helping us see depth in the everyday
world, binocular disparity can be used to fool the eye into
seeing depth when none is really present. One way this is
achieved is by using a device called a stereoscope, which
displays a slightly different photograph to each eye. In
Victorian times these devices were proudly displayed in
the sitting rooms of middle-class homes, much as high-
definition TV sets might be today. Yet the stereoscope is
not just a curious antique. The same principle of binoc-
ular disparity is used today in children’s ‘View Master’
toys, or in ‘special effects’ 3-D movies for which viewers
must wear glasses with colored or light-polarizing filters
that selectively allow one image to arrive at one eye and a
slightly different image to arrive to the other.

As indicated, the use of binocular cues is limited to objects
that are relatively close. What about objects that are fur-
ther away like distant clouds, cityscapes, or mountains?
Here, binocular cues are relatively ineffective and other
cues, known as monocular cues, must be used, and the task
of the visual system is not straightforward. Essentially, the
system has to make use of a hodge-podge of available
information in the environment in order to come to a
conclusion, much as a detective must use a hodge-podge of
available evidence about a murder to figure out who the
murderer is. Figure 5.7 illustrates five monocular cues;
these plus one other are as follows.

Relative size. If an image contains an array of similar
objects that differ in size, the viewer interprets the
smaller objects as being farther away (see the trees in
Figure 5.6).

Interposition. If one object is positioned so that it
obstructs the view of the other, the viewer perceives the
overlapping object as being nearer (see the buildings in
Figure 5.6).

Relative height. Among similar objects, those that
appear closer to the horizon are perceived as being
farther away (see the birds in Figure 5.6).

Perspective. When parallel lines in a scene appear to
converge in the image, they are perceived as vanishing
in the distance (see the railroad tracks in Figure 5.6).

Shading and shadows. Whenever a surface in a scene is
blocked from receiving direct light, a shadow is cast. If
that shadow falls on a part of the same object that is



162

PERCEPTION

BE

Shading/

e
shadows

Perspective

Height in field

Interposition

)

Relative size

Figure 5.6 Monocular Distance Cues in a Picture. Artists use some or all of these cues in combination to portray depth on a two-
dimensional surface. All of these cues are present in a photograph of a natural scene and are also present on the retinal image in the eye.

blocking the light, it is called an attached shadow or
simply shading. If it falls on another surface that does
not belong to the object casting the shadow, it is called
a cast shadow. Both kinds of shadows are important
cues to depth in the scene, giving us information about
object shapes, distances between objects, and where
the light source is in a scene (Coren, Ward, & Enns,
1999).

Motion. Have you ever noticed that if you are moving
quickly — perhaps on a fast-moving train — nearby
objects seem to move quickly in the opposite direction
while more distant objects move more slowly (though
still in the opposite direction)? Extremely distant
objects, such as the moon, appear not to move at all.
The difference in the speeds with which these objects
appear to move provides a cue to their distance from us
and is termed motion parallax.

Perceiving motion

This last monocular cue, motion, brings us to the next
main topic involving localization. If we are to move
around our environment effectively, we need to know not
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only the locations of stationary objects but also the tra-
jectories of moving ones. We need to know, for example,
that the car coming toward us from a block away will not
yet have arrived at the intersection by the time we have
finished crossing the street. We must, that is, be able to
perceive motion.

Stroboscopic motion

What causes us to perceive motion? The simplest idea is
that we perceive an object is in motion whenever its image
moves across our retina. This answer turns out to be too
simple, though, for we can see motion even when nothing
moves on our retina. This phenomenon, which is shown
in Figure 5.7, was demonstrated in 1912 by Wertheimer
in his studies of stroboscopic motion. Stroboscopic
motion is produced most simply by flashing a light in
darkness and then, a few milliseconds later, flashing
another light near the location of the first light. The light
will seem to move from one place to the other in a way
that is indistinguishable from real motion.

Wertheimer’s demonstration of stroboscopic is not just
an idle academic exercise; the phenomenon is crucial to
great deal of present-day visual-display technology. A

© MACDUFF EVERTON/CORBIS
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Figure 5.7 Stroboscopic Motion. The sequence of still frames
in (a), shown at the appropriate intervals, results in the percept

shown in (b). The illusion of continuous motion resulting from

successively viewed still pictures is the basis of motion in movies,

video, and television.

prime example is movies, wherein the motion we perceive
is . A movie is, as most people realize,
simply a series of still photographs (or ‘frames’), each one
slightly different from the preceding one. Thus, as the
frames are successively displayed on the screen, the dis-
crete frame-to-frame differences in, say, the position of
Daniel Craig’s hand during an action sequence, in a James
Bond film, are perceived as motion — stroboscopic motion
to be sure, but motion which is perceived pretty much

exactly as normal, continuous motion.

a) This is an example of the types of displays
used by investigators to study patterns of
humans in motion. Positions of lights
affixed to individuals are indicated.

Figure 5.8 Patterns of Human Motion.
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Of course, our visual system is also sensitive to real
motion — that is, movement of an object through all
intermediate points in space. However, the analysis of
such motion under everyday conditions is amazingly
complex. Some paths of motion on the retina must be
attributed to movements of the eye over a stationary scene
(as occurs when we are reading). Other motion paths
must be attributed to moving objects (as when a bird
enters our visual field). Moreover, some objects whose
retinal images are stationary must be seen to be moving
(as when we follow the flying bird with our eyes), while
some objects whose retinal images are moving must be
seen as stationary (as when the stationary background
traces motion across the retina because our eyes are pur-
suing a flying bird).

It therefore is not surprising that our analysis of motion
is highly relative. We are much better at detecting motion
when we can see an object against a structured back-
ground (relative motion) than when the background is a
uniform color and only the moving object can be seen
(absolute motion). Certain patterns of relative movement
can even serve as powerful cues to the shape and identity of
three-dimensional objects. For example, researchers have
found that the motion displays illustrated in Figure 5.8
are sufficient to enable viewers to easily identify the
activity of a human figure, even though it consists of only
12 (or even fewer) points of light moving relative to one
another (Johansson, von Hofsten, & Jansson, 1980). In

Time

<«

b) A sequence of movement positions made
by a dancing couple.
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The Holmes-Bates stereoscope, invented by Oliver Wendell
Holmes in 1861 and manufactured by Joseph Bates, creates a
vivid perception of depth.

other studies using these displays, viewers were able to
identify their friends and even tell whether the model was
male or female after seeing only the lights attached to the
ankles (Cutting, 1986).

Another important phenomenon in the study of real
motion is selective adaptation. This is a loss in sensitivity
to motion that occurs when we view motion; the adap-
tation is selective in that we lose sensitivity to the motion
viewed and to similar motions, but not to motion that
differs significantly in direction or speed. If we look at
upward-moving stripes, for example, we lose sensitivity to
upward motion, but our ability to see downward motion
is not affected (Sekuler, 1975). As with other types of
adaptation, we do not usually notice the loss of sensitivity,
but we do notice the after-effect produced by adaptation.
If we view a waterfall for a few minutes and then look at
the cliff beside it, the cliff will appear to move upward.
Most motions will produce such after-effects, always in
the opposite direction from the original motion.

How does the brain implement the perception of real
motion? Some aspects of real motion are coded by specific
cells in the visual cortex. These cells respond to some
motions and not to others, and each cell responds best to
one direction and speed of motion. The best evidence for
the existence of such cells comes from studies with ani-
mals in which the experimenter records the responses of
single cells in the visual cortex while the animal is shown
stimuli with different patterns of motion. Such single-cell
recording studies have found cortical cells that are tuned
to particular directions of movement. There are even cells
that are specifically tuned to detect an object moving
toward the head, an ability that is clearly useful for sur-
vival (Regan, Beverly, & Cynader, 1979).

These specialized motion cells provide a possible expla-
nation for selective adaptation and the motion aftereffect.
Presumably, selective adaptation to an upward motion,
for example, occurs because the cortical cells that are
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specialized for upward motion have become fatigued.
Because the cells that are specialized for downward
motion are functioning as usual, they will dominate the
processing and result in the aftereffect of downward
motion.

However, there is more to the neural basis of real
motion than the activation of specific cells. We can see
motion when we track a luminous object moving in
darkness (such as an airplane at night). Because our eyes
follow the object, the image is almost motionless on the
retina, yet we perceive a smooth, continuous motion.
Why? The answer seems to be that information about
how our eyes are moving is sent from motor regions in the
front of the brain to the visual cortex and influences the
motion we see. In essence, the motor system is informing
the visual system that it is responsible for the lack of
regular motion on the retina, and the visual system then
corrects for this lack. In more normal viewing situations,
there are both eye movements and large retinal-image
movements. The visual system must combine these two
sources of information to determine the perceived motion.
You can demonstrate a consequence of this arrangement

To control the ball and avoid being tackled, soccer players must
be able to perceive motion accurately.

© GINO SANTA MARIA | DREAMSTIME.COM
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by gently pushing up on your eyeball through your lid.
You’ll note that the world appears to move. This is
because the world is moving across your retina, but the
normal signals from the motor regions are absent; the
only way the brain can interpret it is if the world itself is
moving.

INTERIM SUMMARY

® To localize objects, we must first separate them and
then organize them into groups.

® | ocalization involves determining an object’s position in
the up—down and left-right dimensions. This is relatively
easy because the required information is part of our
retinal image. Localizing an object also requires that we
know its distance from us. This form of perception,
known as depth perception, is not so easy because it's
not available in the retinal image. We have a variety of
depth cues, both monocular and binocular, that allow us
to do this.

® |ocalizing an object sometimes requires that we know
the direction in which an object is moving. This can be
done either with real motion or with stroboscopic motion.

CRITICAL THINKING QUESTIONS

1 Imagine what your visual experience might be like if you
suddenly became unable to see motion; in other words,
suppose you saw things happening like a slide show
than like a movie. How does motion perception
contribute to your experience of a coherent world, and
in what ways would the world become incoherent
without a perception of motion.

2 Rank all the distance-perception cues from most
important to least important. The main part of your
answer should be to describe why you believe some
distance-perception cues to be more or less important
than others. This, of course, requires a definition on your
part of what it means for a distance-perception cue to
be ‘important’.

RECOGNITION

The perceptual system needs to determine not only where
relevant objects are in the scene, but also what they are.
This is the process of recognition. Ideally, if a cat crosses
our path, we should be able to recognize it as a cat, not as
a skunk or a hula hoop. Similarly, if a benign tent is in
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In the early stages of recognition, the perceptual system uses
information on the retina to describe the object in terms of
primitive components like lines and edges. In later stages, the
system compares this description to those of various categories
of objects stored in the visual memory, such as ‘dogs’.

front of us, we should be able to recognize it as a benign
tent, not as a dangerous bear. (It is, however, noteworthy
that from an evolutionary perspective, we would be better
off misperceiving a tent for a bear than a bear for a tent.
Our visual system has probably evolved in such a way
that it is biased to perceive objects as dangerous even if
sometimes they are not).
Recognizing an object, in turn, entails several sub-
problems. First, we have to acquire fundamental or
of information from the environment
and assemble them properly. For example, if we acquire
the information that there’s something red and something
green and a circle and a square we must somehow figure
out that it’s the circle that’s red and the square that’s
green, not vice-versa. Second we have to figure out what
the objects we’re seeing actually are. In the simple
example we’ve just described, we somehow have to figure
out that it’s a square there to begin with. A more complex
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task would be to figure out that the combination of lines,
angles, and shapes that we’re looking at constitutes a
human face, and a yet more complex task would be to
figure out that the face belongs to a particular person, like
Queen Elizabeth.

In what follows, we will discuss these various functions
of recognition. We’ll start by talking about global-to-local
processing: the means by which a scene aids in the per-
ception of individual objects within the scene. We’ll then
move on to the : how activity in different
parts of the brain, corresponding to different primitives
such as color and shape, are combined into a coherent
perception of an object. Next, we’ll talk about how we
actually recognize what an object is.

Global-to-local processing

Look at the object in Figure 5.9 (left panel). What is it? It
could be a loaf of bread or it could be a mailbox. How is the
visual system to disambiguate these two possibilities? One
of the most powerful tools used by the perceptual system to
solve this and other similar problems is to use the context
(the scene) within which the object is embedded to make
inferences about what the object is. That is, the system can
start by carrying out global processing — understanding
what the scene is — followed by local processing — using
knowledge about the scene to assist in identifying individual
objects. Thus, if the system determined that the scene was
of a street, the object would be interpreted as a mailbox,
while if the system determined that the scene was of a
kitchen, the object would be interpreted as a loaf of bread
(see Figure 5.9a, middle and right panels).

The logic of this process is articulated by Tom Sanocki
(1993), who notes that objects in the world can appear in
an infinitude of orientations, sizes, shapes, colors and so
on and point out that, accordingly: ‘If during object
identification, the perceptual system considered such fac-
tors for an unconstrained set of alternatives, the enormous
number of combinations of stimulus features and feature-
object mappings would create a combinatorial explosion’

(p. 878). Sanocki notes that an obvious means of reducing
what would be an otherwise impossible information-
processing task is to use early (global) information to
constrain the interpretation of later information.

A number of lines of research have determined that,
indeed, exactly this kind of process occurs. For example,
Schyns and Oliva (1994) showed composite pictures of
naturalistic scenes. Composite pictures are ‘double expo-
sures’ of two unrelated pictures, for example a skyline and a
street. One of the scenes comprising the composite (say
the skyline) contained only global information whereas the
other (the street) contained only local information. These
composites were then shown either briefly (e.g., around 10
milliseconds) or for longer (e.g., around 100 milliseconds)
and the observers were asked what they had seen. For short
exposures, observers reported seeing the scene containing
only global information (the skyline in this example) while
at the longer exposures, observers reported seeing the scene
containing only local information (the street). This provides
evidence that the visual system tends to acquire global
information first, followed by local information.

The binding problem: pre-attentive and attentive
processes

In our earlier discussion of attention, we learned that
attention is the process by which we select which of the vast
amount of incoming information is processed and even-
tually perceived consciously. Attention has also been con-
ceptualized as having the role of binding together different
features of an incoming stimulus. An excellent illustration
of we mean by this takes the form of what is known as an

. Suppose an observer is shown very
briefly (e.g., a twentieth of a second) a stimulus such as the
one in Figure 5.10 — a small red circle, a large green square,
and a medium-size blue triangle — and asked to report what
they saw. The observer is typically able to report the three
shapes and the three colors — but often incorrectly reports
which color went with which shape, e.g., the observer might

Figure 5.9 s the image in the left panel a mailbox or a loaf of bread? It can be interpreted differently in different contextual settings.
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Figure 5.10 lllusory Conjunction. When images are flashed
briefly, observers often miscombine shape and color. This is
known as illusory conjunction.

report that the square was green, not red. Thus the con-
junction of shape (square) and color (red) is what is per-
ceived, but it is illusory. (People often experience a rough
analogy of this phenomenon while reading: They might
conjoin part of one word on one line of text, e.g., the ‘liver’
from ‘delivery’ with part of another word on a different line,
e.g., the ‘pool’ from ‘cesspool’ and perceive that they see the
word ‘Liverpool’ in the text — thereby misconjoining

the primitive features of shape and location.)

Illusory conjunctions suggest that information from the
visual world is preattentively encoded along separate
dimensions — in the example, shape and color are encoded
separately — and then integrated in a subsequent attentive
processing stage. This idea is, indeed, at the heart of

, initially proposed by Anne
Treisman (Treisman, 1986, 1992). The general idea is
that in a first, preattentive stage, primitive features such as
shape and color are perceived while in the second,
attentive stage, focused attention is used to properly ‘glue’
the features together into an integrated whole. Illusory
conjunctions occur when stimulus duration is sufficient
for the primitives to be obtained, but not sufficient for the

longer, attentional gluing stage.

A standard experimental procedure for distinguishing

primitive features from ‘glued-together’ features is a

in which the observer’s task is to determine
whether some target object is present in a cluttered dis-
play. A typical visual search task is shown in Figure 5.11
where the task is to find a green ‘L. In the left panel of
Figure 5.11, the task is simple; the green L ‘pops out’ from
the collection of red T’s and red L’s. In the right panel,
however, the task of finding the same green L is consid-
erably more difficult when the background is a collection
of red L’s and green T’s. The reason, according to feature
integration theory is that color is a primitive feature: In
the left panel, you can simply scan the information all at
once; what is red and what is green will perceptually
separate and the presence of the one green object — the
target green L — will be apparent. In the right panel, in
contrast, you cannot distinguish the target from the
background on the basis of the primitive attribute of
color; you must attend to each letter, binding together the
color and the shape, before you can determine whether
that letter is or is not the target.

Feature integration theory has enjoyed a great deal of
support over the past couple of decades. In recent times,
however, it has come under attack from the perspective of
both theoretical parsimony and biological plausibility.
The major problem is that, using visual search and related
procedures, scientists have unveiled too many presumed
‘primitives’ to be realistic. A particularly lucid description
of the problems with the theory is provided by Di Lollo,
Kawahara, Suvic, and Visser (2001). They go on to
describe an alternative, whose
central premise is that, ‘instead of an early, hard-wired
system sensitive to a small number of visual primitives,
there is a malleable system whose components can be
quickly reconfigured to perform different tasks at differ-
ent times, much as the internal pattern of connectivity in a
computer is rearranged dynamically by enabling and
disabling myriad gates under program control’ (p. 11).

L L T
L

T TTL
L

L
T TL|_LT

L L T

T TTL
L|_|- o

L

Figure 5.11 A Visual Search Task. Find the green L. This is any easy task in the left panel, where popout takes place, but a difficult task
in the right panel, where each stimulus requires focal attention.
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This basically means that the system rearranges itself for
different tasks — as opposed to there being many sub-
systems for each possible task.

Determining what an object is

Attentive versus preattentive processing is concerned with
the problem of determining which visual characteristics
belong to the same object. A second problem is that of
using the resulting information to determine what an
object actually is. Here, shape plays a critical role. We can
recognize a cup, for example, regardless of whether it is
large or small (a variation in size), brown or white (a
variation in color), smooth or bumpy (a variation in
texture), or presented upright or tilted slightly (a variation
in orientation). In contrast, our ability to recognize a cup
is strikingly affected by variations in shape; if part of the
cup’s shape is hidden, we may not recognize it at all.
One piece of evidence for the importance of shape is that
we can recognize many objects about as well from simple
line drawings, which preserve only the shapes of the
objects, as well as from detailed color photographs, which
preserve many other attributes of the objects as well
(Biederman & Ju, 1988).

Here also, visual processing can be divided into earlier
and later stages. In early stages, the perceptual system
uses information on the retina, particularly variations in
intensity, to describe the object in terms of primitive
components like lines, edges, and angles. The system uses
these components to construct a description of the object.
In later stages, the system compares this description to
those of various categories of objects stored in visual
memory and selects the best match. To recognize a par-
ticular object as the letter B, for
example, is to say that the object’s
shape matches that of B’s better
than it matches that of other letters.

Much of what is known about the
primitive features of object percep-
tion comes from biological studies
of other species (such as cats and

XX

work. Hubel and Wiesel identified three types of cells in
the visual cortex that can be distinguished by the features
to which they respond. respond when the
eye is exposed to a line stimulus (such as a thin bar or
straight edge between a dark and a light region) at a
particular orientation and position within its receptive
field. Figure 5.12 illustrates how a simple cell will respond
to a vertical bar and to bars tilted away from the vertical.
The largest response is obtained for a vertical bar, and
the response decreases as the orientation varies from the
optimal one. Other simple cells are tuned to other ori-
entations and positions. A also responds to a
bar or edge in a particular orientation, but it does not
require that the stimulus be at a particular place within its
receptive field. It will respond continuously as the stim-
ulus is moved across that field. require
not only that the stimulus be in a particular orientation,
but also that it be of a particular length. If a stimulus is
extended beyond the optimal length, the response will
decrease and may cease entirely. Since Hubel and Wiesel’s
initial reports, investigators have found cells that respond
to shape features other than single bars and edges; for
example, there are hypercomplex cells that respond to
corners or angles of a specific length (DeValois &
DeValois, 1980; Shapley & Lennie, 1985).

All of the cells described above are referred to as fea-
ture detectors. Because the edges, bars, corners, and
angles to which these detectors respond can be used to
approximate many shapes, the feature detectors might be
thought of as the building blocks of shape perception. As
we will see later, though, this proposal seems to be more
true of simple shapes like letters than of complex shapes
like those of tables and tigers.

monkeys) using single-cell record- Nerve WWW’/\WNWWWW WMWWN%W WWWWW
impulses

ings in the visual cortex. These
studies examine the sensitivity of
specific cortical neurons when dif-
ferent stimuli are presented to the
regions of the retina associated with
those neurons; such a retinal region
is called a receptive field.

These single-cell studies were
pioneered by David Hubel and
Torstein Wiesel (1968) who, in
1981, won a Nobel prize for their

off on off on off on

Figure 5.12 The Response of a Simple Cell. This figure illustrates the response of a
simple cortical cell to a bar of light. The stimulus is on the top, the response on the
bottom; each vertical spike on the bottom corresponds to one nerve impulse. When there
is no stimulus, only an occasional impulse is recorded. When the stimulus is turned on, the
cell may or may not respond, depending on the position and orientation of the light bar.
For this cell, a horizontal bar produces no change in response, a bar at 45 degrees
produces a small change, and a vertical bar produces a very large change.
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Component Component Whole Emergent 1984; He & Nakayama, 1992). These results indi-
cate that the visual system performs many sophisti-
cated analyses of shape before the results of these
analyses are made available to consciousness.

Feature A + Feature B = Object Property

L

h closure  Later stages of recognition: network models

Now that we have some idea of how an object’s
shape is described, we can consider how that
description is matched to shape descriptions stored in
memory to find the best match — that is to decide
what an object is.

Horizontal
surface

/

N

e
T

@

Much of the research on the matching stage has used
simple patterns, specifically handwritten or printed
Volume letters or words. Figure 5.14 illustrates a proposal
about how we store shape descriptions of letters. The
basic idea is that letters are described in terms of
certain features, and that knowledge about what
features go with what letter is contained in a network
of connections. Such proposals are referred to as
. These models are appealing in
Convexity that it is easy to conceive how networks could be
realized in the brain with its array of interconnected
neurons. Thus, connectionism offers a bridge
between psychological and biological models.

<&
O

Figure 5.13 Relationships Between Features. When simple The bottom level of the network in Figure 5.14 con-
two-dimensional features such as lines, angles, and shapes are tains the features: ascending diagonal, descending diago-
combined, the resulting pattern is highly dependent on the nal, vertical line, and right-facing curve. The top level
spatial relations between the component features. In addition, contains the letters themselves. We will refer to each of
new features are created. These emergent features have a per- these features and letters as a in the A
ceptual reality, even though they involve complex spatial connection between a feature and a letter node means that
relations. the feature is part of the letter. Connections ending in

arrowheads are : If the feature is

activated, the activation spreads to the letter (in a manner
analogous to the way electrical impulses spread in a net-

There is more to a description of a shape than just its work of neurons).

features: The relations among features must also be
specified. The importance of such relations is illustrated in
Figure 5.13 where it is evident that, for example, the
features of a right angle and a diagonal line must be

K R P
combined in a specific way to result in a triangle; likewise,
a Y-intersection and a hexagon must be specifically
aligned to result in the drawing of a cube. It was these
kinds of relations between features that Gestalt psychol-
ogists had in mind when they emphasized that ‘the whole
v AN | D)

is different from the sum of its parts’.
One way in which the whole is different is that it cre-

ates new perceptual features that cannot be understood Figure 5.14 A Simple Network. The bottom level of the net-
by simply examining the component parts. Figure 5.13 work contains the features (ascending diagonal, descending
shows four such emergent features. These emerge from diagonal, vertical line, and right-facing curve), the top level
very specific spatial relations among more elementary contains the letters, and a connection between a feature and a
features, but nevertheless often behave just like simpler letter means that the feature is part of the letter. Because the
features in perceptual tasks such as target detection and connections are excitatory, when a feature is activated, the
visual search (Enns & Resnick, 1990; Enns & Prinzmetal, activation spreads to the letter.
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To see how this network can be used to recognize (or
match) a letter, consider what happens when the letter K is
presented. It will activate the features of ascending diago-
nal, descending diagonal, and vertical line. All three of
these features will activate the node for K, while two of
them — the descending diagonal and vertical line — will
activate the node for R; and one of them - the vertical
line — will activate the node for P. Only the K node has
all of its features activated, and consequently it will be
selected as the best match.

This model is too simple to account for many aspects
of recognition, however. Consider what happens when
the letter R is presented. It activates the features of
descending diagonal, vertical line, and right-facing curve.
Now the nodes for both R and P have all their features
activated, and the model has no way of deciding which of
the two categories provides a better match. What the
model needs to know is that the presence of a descending
diagonal means that the letter cannot be a P. This kind of
negative knowledge is included in the
in Figure 5.15, which has everything the preceding one
had, plus inhibitory connections (symbolized by solid
circles at their ends) between features and letters that do
not contain those features. When a feature is connected to
a letter by an inhibitory connection, activating the feature
decreases activation of the letter. Thus, when R is pre-
sented to the network in Figure 5.16, the descending
diagonal inhibits the P node, thereby decreasing its overall
level of activation; now the R node will receive the most
activation and, consequently, will be selected as the best
match.

The basic idea behind the model we just considered —
that a letter must be described by the features it lacks as
well as by the features it contains — does not explain a
pervasive and interesting finding: A letter is easier to
perceive when it is presented as part of a word than
when it is presented alone. For example, as shown in
Figure 5.16, if observers are briefly presented with either
the single letter K or the word wWoRk, they are more
accurate in identifying whether a K or D was present

K; %R ?P
s N D

Figure 5.15 An Augmented Network. The network contains
inhibitory connections between features and letters that do not
contain these features, as well as excitatory connections.
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Figure 5.16 Perception of Letters and Words. This figure
illustrates the sequence of events in an experiment that com-
pares the perceptibility of a letter presented alone or in the
context of a word. First, participants saw a fixation point, followed
by a word or a single letter, which was present for only a few
milliseconds. Then the experimenter presented a stimulus that
contained a visual mask in the positions where the letters had
been, plus two response alternatives. The task was to decide
which of the two alternatives occurred in the word or letter
presented earlier. (After Reicher, 1969)

when the display contained a word than when it con-
tained only a letter.

To account for this result, our network of feature-letter
connections has to be altered in a few ways. First, we have
to add a level of words to our network, and along with it
excitatory and inhibitory connections that go from letters
to words, as shown in Figure 5.17. In addition, we have
to add excitatory connections that go from words down
to letters; these explain
why a letter is more perceptible when presented briefly in
a word than when presented briefly alone. When R is
presented alone, for example, the features of vertical line,
descending diagonal, and right-facing curve are activated,
and this activation spreads to the node for R. Because the
letter was presented very briefly, not all the features may
have been fully activated, and the activation culminating
at the R node may not be sufficient for recognition to
occur. In contrast, when R is presented in RED, there is
activation not only from the features of R to the R node,
but also from the features of E and D to their nodes; all of
these partially activated letters then partially activate the
RED node, which in turn feeds back activation to its
letters via its top-down connections.

The upshot is that there is an additional source of
activation for R when it is presented in a word — namely,
activation coming from the word — and this is why it is
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One popular though controversial suggestion is that

the features of objects include a number of geometric

RED PET forms, such as cylinders, cones, blocks, and wedges, as
illustrated in Figure 5.18a. These features, referred to as

(short for ‘geometric ions’), were identified by

Biederman (1987), who argues that a set of 36 geons,

such as those in Figure 5.18a, combined according to a

small set of spatial relations, is sufficient to describe the

shapes of all objects that people can possibly recognize.
To appreciate this point, as shown in Figure 5.18b you

K R P can form an object by combining any two geons — and the
number of possible such two-geons objects is 36 x 36 =
1,296; likewise, the number of possible three-geon objects
is 36 x 36 x 36 = 46,656. Thus, two or three geons are
sufficient to create almost 50,000 objects, and we have
et to consider objects made up of four or more geons.
/ \ D y ) P g

Moreover, geons like those in Figure 5.18a can be dis-
tinguished solely in terms of primitive features. For
example, geon 2 in Figure 5.18a (the cube) differs from
geon 3 (the cylinder) in that the cube has straight edges
but the cylinder has curved edges; straight and curved
edges are primitive features.

Evidence that geons are features comes from experi-
ments in which observers try to recognize briefly pre-
sented objects. The general finding is that recognition of
an object is good to the extent that the geons of the object
are perceptible. In one study, part of the shape of an
object was deleted in such a way that the deletion either
interfered with recovering the geons (see the right column
of Figure 5.19) or did not (see the middle column). Rec-
ognition of the objects was much better when there was

Recognizing natural objects and top-down no interference with the geons.
processing

Figure 5.17 A Network with Top-Down Activation. The net-
work contains excitatory and inhibitory connections between
letters and words (as well as between features and letters), and
some of the excitatory connections go from words to letters.

easier to recognize a letter in a word than when it is
presented alone. Many other findings about letter and
word patterns have been shown to be consistent with this
connectionist model (McClelland & Rumelhart, 1981).
Models like these have also been used successfully in
machines designed to read handwriting and recognize
speech (Coren, Ward, & Enns, 1999).

a) Geons b) Objects

We know quite a bit about the recogni- ,
3

tion of letters and words, but what about ] 5 | —
more natural objects — animals, plants, 2 @ ;
people, furniture, and clothing? In this 1 )> 3
section we examine how we recognize

such objects. 5
] A
The shape features of natural objects are
more complex than lines and curves, and

, /
3 4 (‘:l ||
5 2
more like simple geometric forms. These

SN
A
B ,
features must be such that they can !
combine to form the shape of any rec- ﬁ 3 ”l 3

ognizable object (just as lines and curves

can combine to form any letter). The Wedges, cubes, cylinders, cones, and arcs When the features (geons) are combined,
features of objects must also be such that may be features of complex objects. they form natural objects. Note that when
they can be determined or constructed the arc (geon 5) is connected to the side

.. of the cylinder (geon 3), it forms a cup;
from more primitive features, such as when connected to the top of the cylinder,
lines and curves, because, as noted ear- it forms a pail.

lier, primitive features are the only
information available to the system in
the early stages of recognition.

Figure 5.18 A Possible Set of Features (Geons) for Natural Objects. (From
L. Biederman, Computer Vision, Graphics, and Image Processing, 32, pp. 29-73, © 1985
Academic Press. Used with permission.)
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n P
7

Figure 5.19 Object Recognition and Geon Recovery. /tems
used in experiments on object recognition. The left column
shows the original intact versions of the objects. The middle
column shows versions of the objects in which regions have
been deleted, but the geons are still recoverable. The right
column shows versions of the objects in which regions have
been deleted and the geons are not recoverable. Recognition is

better for the middle versions than for the rightmost versions.
(After L. Biederman, Computer Vision, Graphics, and Image Processing,
32, pp. 29-73, © 1985 Academic Press. Used with permission.)

As usual, the description of an object includes not just
its features but also the relations among them. This is
evident in Figure 5.18b. When the arc is connected to the
side of the cylinder, it forms a cup; when it is connected to
the top of the cylinder, it forms a pail. Once the
description of an object’s shape is constructed, it is
compared to an array of geon descriptions stored in
memory to find the best match. This matching process
between the description of an object’s shape and the
descriptions stored in memory resembles the process
described earlier for letters and words (Hummel &
Biederman, 1992).

A key distinction in perception, to which we have pre-
viously alluded, is that between and

. Bottom-up processes are driven solely by the
input — the raw, sensory data — whereas top-down pro-
cesses are driven by a person’s knowledge, experience,

For more Cengage Learning textbooks, visit www.cengagebrain.co.uk

attention, and expectations. To illustrate, recognizing
the shape of an object solely on the basis of its geon
description involves only bottom-up processes; one starts
with primitive features of the input, determines the geon
configuration of the input, and then makes this descrip-
tion available to shape descriptions stored in memory. In
contrast, recognizing that the object is a lamp partly on
the basis of its being on a night table next to a bed
involves some top-down processes; other information is
used besides the input regarding shape. While most of the
processes considered thus far in this chapter are bottom-
up ones, top-down processes also play a major role in
object perception.

Top-down processes, in the form of expectations,
underlie the powerful effects of context on our perception
of objects and people. You expect to see your chemistry
lab partner, Sarah, every Tuesday at 3 p.m., and when
she enters the lab at that moment you hardly need to look
to know it is she. Your prior knowledge has led to a
powerful expectation, and little input is needed for rec-
ognition. But should Sarah suddenly appear in your
hometown during Christmas vacation, you may have
trouble recognizing her. She is out of context — your
expectations have been violated, and you must resort to
extensive bottom-up processing to tell that it is in fact she
(we experience this as ‘doing a double take’). As this
example makes clear, when the context is appropriate
(that is, it predicts the input object), it facilitates per-
ception; when the context is inappropriate, it impairs
perception.

Experimental evidence for the role of context in object
perception comes from semantic priming studies. Here a
to-be-identified stimulus (e.g., the word DOCTOR) is briefly
preceded by a priming stimulus that is either related to it
(e.g., NURSE) or unrelated (e.g., cHAIR); studies have shown
that both pictures and words are identified more quickly
and remembered more accurately when they are preceded
by related rather than unrelated primes (e.g., Palmer,
1975; Reinitz, Wright, and Loftus, 1989).

The effects of context are particularly striking when
the stimulus object is ambiguous — that is, can be per-
ceived in more than one way. An ambiguous figure is
presented in Figure 5.20; it can be perceived either as an
old woman or as a young woman. If you have been
looking at unambiguous pictures that resemble the young
woman in the figure (that is, if young women are the
context), you will tend to see the young woman first in the
ambiguous picture. This effect of temporal context is
illustrated with another set of pictures in Figure 5.21.
Look at the pictures as you would at a comic strip, from
left to right and top to bottom. The pictures in the middle
of the series are ambiguous. If you view the figures in the
sequence just suggested, you will tend to see the ambig-
uous pictures as a man’s face. If you view the figures in
the opposite order, you will tend to see the ambiguous
pictures as a young woman.
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Figure 5.20 An Ambiguous Stimulus. An ambiguous drawing
that can be seen either as a young woman or as an old woman.
Most people see the old woman first. The young woman is

turning away, and we see the left side of her face. Her chin is the

old woman’s nose, and her necklace is the old woman’s mouth.
From American Journal of Psychology. Copyright 1930 by the Board of
Trustees of the University of lllinois. Used with permission of the author
and the University of Illinois Press
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Context effects and top-down processing also occur
with letters and words, and play a major role in reading.
Both the number of eye fixations we make on text and the
durations of these fixations are greatly influenced by how
much we know about the text — and, hence, by the
amount of top-down processing we can invoke. When the
material is unfamiliar, there is little top-down processing.
In such cases we tend to fixate on every word, except for
function words like ‘a’, ‘of’, ‘the’, and so on. As the
material becomes more familiar, we can bring our prior
knowledge to bear on it, and our fixations become
shorter and more widely spaced (Just & Carpenter, 1980;
Rayner, 1978).

Top-down processing occurs even in the absence of
context if the input is sufficiently sparse or degraded.
Suppose that at a friend’s apartment you enter her dark
kitchen and see a smallish black object in the corner. You
think the object could be your friend’s cat, but the per-
ceptual input is too degraded to convince you of this, so
you think of a particular feature of the cat, such as its tail,
and selectively attend to the region of the object that is
likely to contain that feature if it is indeed a cat (Kosslyn
& Koenig, 1992). This processing is top-down, because
you have used specific knowledge — the fact that cats have
tails — to generate an expectation, which is then combined
with the visual input. Situations like this are common in
everyday life. Sometimes, however, the input is very
degraded and the expectations we form are way off the
mark, as when we finally realize that our would-be cat in
the kitchen is really our friend’s purse.

As the previous discussion makes clear, one reason that
top-down processing is useful is because it constrains the

i
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Figure 5.21 Effects of Temporal Context. What you see here depends on the order in which you view the pictures. If you start at the

beginning and work forward, the middle pictures will appear to be a young woman. In other words, your initial perception perseverates.
(From G. H. Fisher (1967) ‘Perception of Ambiguous Stimulus Materials’, from Perception & Psychophysics, 2:421-422. Reprinted by permission of the

Psychonomic Society.)
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set of objects that are likely to occur in a given setting. For
instance, we do not mistake a loaf of bread in a kitchen as
a mailbox because we know that bread and not mail-
boxes tend to occur in kitchens. Similarly, individuals
more accurately identify spoken words when they can see
the speaker’s lips than when they can’t see them, because
we have learned that specific lip movements constrain
the set of sounds that the speaker can produce (e.g., Sams
et al.,, 1991). However, these same top-down processes
can sometimes produce perceptual illusions such that our
perceptions are distorted by our expectations. One
interesting example, called the (McGurk &
MacDonald, 1976) results from conflicting auditory and
visual information. In particular, an observer watches a
video of a speaker in which the a speaker’s lips form the
sound, ‘ga-ga’, while the simultaneous sound track pro-
vides speech that is normally perceived as ‘ba-ba’. These
sources of information are in conflict because we have
learned that it is not possible to produce the sound ‘ba’
without closing one’s lips; however, because the video
portrays the speaker mouthing ‘ga’ his lips never close. The
conjunction of these conflicting sources of information,
surprisingly, produces the perception of ‘da-da’. Thus, the
speaker integrates the visual and auditory information
with an entirely unexpected, ‘illusory’ result.

Perceptual distortions resulting from top-down pro-
cesses may sometimes lead to tragedy. In 1996 New
York City police chased an African man named Amadou
Diallo to his doorway. Thinking that the police were
asking him for identification he took his wallet from his
pocket and was instantly killed in a barrage of bullets
from police officers who apparently thought that he had
drawn a gun. Motivated by this and similar tragedies
psychologists have developed video-game-like proce-
dures to investigate such misperceptions. In a typical
experiment people are told to shoot individuals on the
screen who draw guns, but not individuals who brandish
harmless objects. Studies have repeatedly shown that
stereotypes strongly influence performance in this task;
participants are more likely to shoot people with dark
skin than to shoot light-skinned people when they
quickly draw harmless objects (e.g., Correll et al., 2002,
Dasgupta, McGhee, Greenwald, & Banaji, 2000). These
simulations have been helpful in training police officers
to avoid these potential biases.

Special processing of socially relevant stimuli:
face recognition

As the Diallo case demonstrates, social factors can influ-
ence perception. In fact, evidence suggests that people
have developed perceptual processes that are specialized
for processing socially relevant stimuli. Nowhere is this
more true than in recognizing faces. It is of the utmost
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social importance to be able to recognize kin, and to
distinguish friend from foe. In addition, faces tend to be
similar to one another. While other types of objects, such
as houses, can differ in terms of the number and location
of features (e.g., houses can have doors and windows in
diverse places) faces all contain eyes, a nose, and a mouth
in the same general pattern. The social importance of
faces, combined with inherent recognition difficulties
resulting from their similarity to one another, has
apparently led to the development of special recognition
processes that are employed for faces but not for objects.
Three types of evidence are often cited as evidence for
special face processing. First, is a syndrome
that can arise following brain injury, in which a person is
completely unable to identify faces but retains the ability
to recognize objects. Second, the (Yin,
1969, 1970) is the name given to the finding that faces but
not objects are extremely hard to recognize when they are
presented upside-down, such as the photograph below.
Finally, object recognition and face recognition appear to

The former UK Prime Minister Tony Blair

© MARTIN JENKINSON/ALAMY
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have different developmental trajectories. Childrens’
abilities to recognize objects tends to increase steadily
with age; however, there is evidence that for many chil-
dren face recognition ability actually declines temporarily
during early adolescence. A popular theory to account for
these face-object differences is that while objects are rec-
ognized on the basis of their component parts, faces are
recognized on the basis of the overall pattern (or config-
uration) that the parts form (e.g., Farah, Tanaka, &
Drain, 1995). By this explanation, prosopagnosics retain
the ability to perceptually process parts but not config-
urations (e.g., Sergent, 1984), and inversion obscures
parts less than it obscures the overall pattern that the

parts form (Rock, 1988).

Failure of recognition

Recognizing an object is usually so automatic and
effortless that we take it for granted. But the process
sometimes breaks down. We have already seen that in
normal people, recognition can fail in simple situations
(as with illusory conjunctions) and in more complex sit-
uations (as when a tent is mistaken for a bear). Recog-
nition also fails routinely in people who have suffered
from certain kinds of brain damage (due to accidents or
diseases such as strokes). The general term for such

breakdowns or disorders in recognition is

Of particular interest is a type of agnosia called

. This is a syndrome in which patients

with damage to temporal lobe regions of the cortex have
difficulty recognizing objects only when they are pre-
sented visually. For example, the patient may be unable to
name a comb when presented with a picture of it, but can
name it when allowed to touch it. The deficit is exem-

plified by the following case.

For the first three weeks in the hospital the patient

could not identify common objects presented visually
and did not know what was on his plate until he tasted
it. He identified objects immediately on touching them

[but] when shown a stethoscope, he described it as

‘a long cord with a round thing at the end’, and asked

if it could be a watch. He identified a can opener as
‘could be a key’. Asked to name a cigarette lighter,

he said, ‘I don’t know’. He said he was ‘not sure’ when
shown a toothbrush. Asked to identify a comb, he said,

‘T don’t know’. For a pipe, he said, ‘some type of
utensil, I’'m not sure’. Shown a key, he said,

‘T don’t know what that is; perhaps a file or a tool
of some sort’.

(Reubens & Benson, 1971)

What aspects of object recognition have broken down
in associative agnosia? Since these patients often do well
on visual tasks other than recognition — such as drawing
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objects or determining whether two pictured objects
match — the breakdown is likely to be in the later stages of
recognition, in which the input object is matched to stored
object descriptions. One possibility is that the stored
object descriptions have been lost or obscured in some
way (Damasio, 1985).

Some patients with associative agnosia have problems
recognizing certain categories but not others. These cat-
egory-specific deficits are of considerable interest because
they may tell us something new about how normal rec-
ognition works. The most frequent category-specific def-
icit is loss of the ability to recognize faces, called
prosopagnosia. (We discussed this condition briefly in
Chapter 1.) When this deficit occurs, there is always brain
damage in the right hemisphere and often some damage
in homologous regions of the left hemisphere as well. The
condition is illustrated by the following case.

He could not identify his medical attendants. ‘You
must be a doctor because of your white coat, but I
don’t know which one you are. Il know if you speak’.
He failed to identify his wife during visiting hours... .
He failed to identify pictures of Churchill, Hitler, and
Marilyn Monroe. When confronted with such por-
traits he would proceed deductively, searching for the
‘critical’ detail which would yield the answer.

(Pallis, 1955)

A second kind of category deficit is loss of the ability to
recognize words, called pure alexia (typically accom-
panied by damage in the left occipital lobe). Patients with
this deficit typically have no difficulty recognizing natural
objects or faces. They can even identify individual letters.
What they cannot do is recognize visually presented
words. When presented with a word, they attempt to read
it letter by letter. It can take as long as ten seconds for
them to recognize a common word, with the amount of
time needed increasing with the number of letters in the
word (Bub, Blacks, & Howell 1989).

Other types of category-specific deficits involve
impairment in the ability to recognize living things such as
animals, plants, and foods. In rare cases patients are
unable to recognize nonliving things such as household
tools (Warrington & Shallice, 1984).

Some of the suggested explanations of category-spe-
cific deficits have implications for normal recognition.
One hypothesis is that the normal recognition system is
organized around different classes of objects — one sub-
system for faces, another for words, a third for animals,
and so on — and these subsystems are localized in different
regions of the brain. If a patient suffers only restricted
brain damage, he or she may show a loss of one sub-
system but not others. Damage in a specific part of the
right hemisphere, for example, might disrupt the face-
recognition subsystem but leave the other subsystems
intact (Damasio, 1990; Farah, 1990).
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INTERIM SUMMARY

® Recognizing an object requires that the various features
associated with the object (such as shapes and colors)
be correctly bound together, a process that requires
attention.

® Recognition of a particular object is aided by first
acquiring ‘global’ aspects of the scene; for example
quickly understanding that you are looking at a kitchen
helps recognizing an ambiguous object as a loaf of
bread rather than a mailbox.

® Recognizing an object entails binding together various
features of an object such as its shape and its color. The
features themselves are acquired via pre-attentive
processes, while ‘gluing’ them together require
attention.

® There are known kinds of cells in the visual cortex that
are sensitive to various kinds of stimulus features such
as orientation and position within the visual field.

® Recognition of visual stimuli can be mimicked by a
connectionist model or network.

® Bottom-up recognition processes are driven solely by
the input, whereas top-down recognition processes
are driven by a person’s knowledge and expectations.
The shape features of natural objects are more complex
than lines; they are similar to simple geometric forms
such as cylinders, cones, blocks, and wedges. A
particular set of such forms is a geon.

® Face recognition may be special, i.e., different in
important respects from recognition of other objects.

CRITICAL THINKING QUESTIONS

1 At the beginning of this chapter we described a tent that
was tragically mistaken for a bear. Why do you think this
misperception happened. What could the hunters have
done to have avoided the misperception?

2 Do you think there is a fundamental difference between
recognizing a natural object, such as an eagle, and
recognizing an artificial object such as a stop sign?
Give reasons for your answers.

ABSTRACTION

The physical description of an object is a listing of all the
information necessary to completely reproduce the object.
Many stimuli studied in the scientific laboratory — patches
of light, squares, single letters — are relatively simple and
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Australian actress Cate Blanchett

their physical descriptions are likewise simple. However,
the physical description of most real-life, natural objects is
enormously complicated. Look at Cate Blanchett pictured
above. The visual detail that exists within it seems almost
infinite. As you look closer and closer at her skin, for
example, small blemishes and irregularities become
apparent. Each individual hair on her head is positioned
just so. The shadowing across her features, while subtle, is
complex. To write a complete description of her face, in
other words, would take an extremely long time. Really
the only way you could do it would be by creating a
bitmap of her face, and even then, the completeness of the
description would be limited by the bitmap’s resolution.

Exact to abstract

However, in real life, these limitations don’t usually
present a problem because you don’t need all that much
detail to solve the problems assigned to you by the world.
For instance, in the Cate Blanchett example, you would
only need as much detail as is necessary to (1) recognize
her face to begin with and (2) determine from her
expression what kind of mood she is in (caricaturists

© KURT KRIEGER/CORBIS
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know this quite well; with a few deft strokes of their pen,
they can capture the likeness and expression of a person
with remarkable clarity). This situation is not, of course,
unique to faces. Whether you are looking at a hairpin or a
pencil sharpener or an armchair or anything else, you
rarely if ever need to know all the infinite visual detail.
Rather, you only need to know enough to carry out
whatever task is requiring you to perceive the object to
begin with.

The advantages of abstraction: required storage
and processing speed

To get a feel for this, look at the two drawings in
Figure 5.22. Both were created using a computer drawing
program. The face on the left was drawn freehand, while
the one on the right was drawn as a ‘copy’ of the one on
the left, using nothing but the drawing program’s oval
and line tools. Clearly the left-hand original contains
considerably more detail; however both give the same
impression — of a slightly bewildered looking individual.

When these two versions of the face were saved as files,
the original, freehand version required 30,720 bytes of
memory, while the ‘abstracted’ version required only 902
bytes — a savings of about 97 percent! Clearly it is more
efficient in many respects to perceive and encode in
memory an of the object rather than an exact
representation of the object itself. As we noted earlier,
object recognition is well conceptualized as the con-
struction of objects using a ‘drawing program’ where the
primitives are geons.

A nice example of how perception of a real-life object
is schematized in this manner was reported by Carmi-
chael, Hogan, & Walter (1932), who presented ambigu-
ous stimuli such as those shown in Figure 5.23. middle

column, labeled ‘Stimulus Figures’, along with a label that
told the observers what they were looking at. For
instance, while viewing the stimulus in the top middle
column, some observers were told that they were looking
at ‘curtains in a window’ while others were told that were
looking at ‘a diamond in a rectangle’. The observers were
later asked to reproduce what they had seen. Examples
are shown in the left and right columns of Figure 5.23. As
you can see, what the subjects perceived and stored in
memory corresponded very strongly to what they con-
sidered themselves to be looking at.

A more recent, and quite different demonstration of
abstraction was reported by Intraub and Richardson
(1989). Here, observers were shown pictures of objects
such as those shown in the top panels of Figure 5.24. the
general finding was that when the observers later re-
drew the pictures, they expanded the boundaries, as
shown in the bottom panels of Figure 5.24. The con-
clusion again is that, rather than perceiving, storing, and
later remembering a more-or-less literal image of what
they had seen, the observers abstracted the important
information (here the object’s context as well as the
object itself).

The notion of abstraction harks back to our discus-
sion in Chapter 4 of color metamers. You’ll recall that
color metamers are different physical stimuli (for
instance a pure yellow light on the one hand and a red-
green mixture on the other) that lead to the exact same
color perception. In this instance, the visual system is
throwing away the information corresponding to the
physical difference between the stimuli. Abstraction
entails much the same thing: The information corre-
sponding to the exact physical description (the ‘bitmap’)
of the stimulus is lost; what is retained is the critical
information that is needed.

Figure 5.22 The Process of Abstraction. Two versions of the same sad face. The one on the left was drawn freehand, and the one on
the right was drawn with ‘abstracting’ tools such as ovals and lines. The left face takes up considerably more disk space than the right,
which illustrates one of the virtues of abstracting for any visual-processing device, including biological visual systems.
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Figure 5.23 Verbal Labels and Abstraction. Carmichael, Hogan, and Walter (1932) showed people the kind of ambiguous stimuli
shown in the middle panel. Observers were given one of the two verbal labels shown in the second and fourth columns. The subjects’
later reconstructions of what they had seen conformed to the verbal label, as shown in the first and fifth columns. This experiment
indicates that subjects remember not what they literally saw but rather abstract the fundamental information from it.

INTERIM SUMMARY CRITICAL THINKING QUESTIONS

® Abstraction is the process of converting the raw sensory 1 In what way is the behavior of a visual artist influenced

information acquired by the sense organs (for example,
patterns of straight and curved lines) into abstract
categories that are pre-stored in memory (for example,
letters or words).

Abstracted information takes less space and is therefore
faster to work with than raw information. A useful
analogy is between a bitmapped computer image of a
face versus an abstracted image of the same face that is
made up of preformed structures such as ovals and
lines.

For more Cengage Learning textbooks, visit www.cengagebrain.co.uk

by color and shape constancy? Can you think of ways in
which perceptual constancies actually make the artist’s
task more difficult than it would be without constancy?

In Chapter 4 we talked about metamers. Can you see a
relation between metamers and the process of
abstraction? What is it?
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Figure 5.24 Boundary Extension and Abstraction. Subjects tend to remember having seen a greater expanse of a scene than was
shown to them in a photograph. For example, when drawing the close-up view in panel A from memory, the subject’s drawing (panel C)

contained extended boundaries. Another subject, shown a wider-angle view of the same scene (panel B), also drew the scene with
extended boundaries (panel D). Reprinted by permission of Intraub and Richardson (1989), © Journal of Experimental Psychology:

Learning, Memory, and Cognition

PERCEPTUAL CONSTANCIES

You walk into a movie and discover, somewhat to your
annoyance, that because all the seats in the middle section
of the theater are taken, you are forced to sit far over on the
left side. As the movie begins, however, you forget about
your seating locale and just lose yourself in the movie’s
plot, its characters and its stunning special effects. All
visual aspects of the movie appear to be entirely normal —
and yet they’re not. Because you’re sitting off to the side, at
an angle to the screen, the image of the movie screen on
your retina is not a rectangle; rather it’s a trapezoid, and all
the visual images you see on the screen are analogously
distorted. And yet this doesn’t really bother you; you see
everything as normal. How can this be? In this section we
will describe a truly remarkable ability of the perceptual
systems, termed the maintenance of

The nature of constancies

To understand the idea of constancies, it is important to
first understand the relation and distinction between the
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inherent physical characteristics of an object and the
information available to our perceptual systems about
these objects. A movie screen, for example, is rectangu-
lar; that’s a physical characteristic of it. But the image of
it on our retina can be rectangular or trapezoidal
depending on the angle from which you view it. A black
cat seen in bright light is objectively lighter (it reflects
more light to you) than a white cat in dim light; yet
somehow in any kind of light, we maintain the percep-
tion that the black cat is actually black, while the white
cat is actually white. An elephant seen from far away
projects a smaller image on our retina than a gopher seen
from close up; yet somehow, no matter what the dis-
tance, we maintain the perception that the elephant is
larger than the gopher. In general, what we perceive is —
and this almost sounds like magic — a perception of what
an object is actually like rather than a perception based
solely on the ‘objective’ physical information that arrives
from the environment.

Although constancy is not perfect, it is a salient aspect of
visual experience and it should be; otherwise the world
would be one where sometimes elephants are smaller than
mice and where Denzel Washington is sometimes lighter
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Perceptual constancy enables us to determine how far away
objects are.

colored than Brad Pitt, depending on the particular situa-
tion. If the shape and color of an object changed every time
either we or it moved, the description of the object that we
construct in the early stages of recognition would also
change, and recognition would become an impossible task.

Color and brightness constancy

Suppose I tell you that I am thinking of two numbers
whose product is 36, and I ask you to tell me what the
two original numbers are. Your reasonable response
would be that you don’t have enough information to
answer: The numbers I’'m thinking of could be 2 and 18,
or 6 and 6, or any of an infinite number of other pairs.
Impossible though this task seems, it is, in a very real
sense, what the visual system does when it maintains
lightness and color constancy. To see what we mean by
this, suppose you are looking at something, say a piece of
red paper, and asked to name its color. Color constancy
refers to the fact that you would report the paper to be red
whether it were inside a room lit by an incandescent bulb,
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which illuminates the paper with one particular set of
wavelengths or outside in the noonday sun, which illu-
minates the paper with a very different set of wavelengths.

It stands to reason that the perceived redness of the red
paper is based on the wavelengths of the light that is
reflected off the paper reaching your eyes. We will call
these the . Let’s now consider the
physics of where these available wavelengths come from.
It’s a two-step process. First, the paper is illuminated by
some light source which could be, among many other
things, an incandescent bulb inside, or the sun outside.
We will call the wavelengths provided by the source the

. Second, the red paper itself reflects
some wavelengths more than others (in particular it
reflects mostly wavelengths corresponding to red and
less of other wavelengths). We will call this property of
the paper the . Now in a very
real, mathematical sense, the available wavelengths
reaching your eyes is the product of the source wave-
lengths and the reflectance characteristic. Realizing this
puts us in a position to define color constancy, which is
the ability of the visual system to perceive the reflectance
characteristic — an inherent property of the object — no
matter what the source wavelengths. It is in this sense,
therefore that the visual system is presented with a
product — the available wavelengths — and somehow
figures out one of the factors, namely the reflectance
characteristic. The incandescent bulb and the sun provide
very different source wavelengths and - because the
reflectance characteristic of the red paper doesn’t change —
very different available wavelengths therefore reach the
eye. Yet somehow, the visual system is able to divide the
source wavelengths out of the available wavelengths to
arrive at the correct reflectance characteristic in both
cases. This is analogous to your somehow figuring out
that the first number 'm thinking of (analogous to the
source wavelengths) is 12 which means that the other
number (analogous to the reflectance characteristic) must
be 36 / 12 or 3.

Brightness constancy is similar to color constancy,
and refers to the fact that the perceived lightness of a
particular object changes very little, if at all, even when
the intensity of the source, and thus the amount of light
reflected off the object changes dramatically. Thus, a
black velvet shirt can look just as black in sunlight as in
shadow, even though it reflects thousands of times more
light when it is directly illuminated by the sun. A dra-
matic example of this finding is shown in the left-hand
checkerboard picture on the next page: The squares
labeled A and B are, astonishingly, exactly the same level
of grey. We have demonstrated this in the right-hand
version which is identical except that the two squares
have been connected by gray bars. Your visual system is
responding though, not to the physical data arriving at
your eyes, but rather to the data plus the visual system’s
inferences about the grey level of the square: it ‘corrects’
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for the shadow being cast on Square B with a resulting
perception of a white square that is as white as any of the

other white portions of the board!

How does the visual system manage to do these
tricks? A clue comes about by examining the circum-
stances under which constancy fails. Suppose that the
black shirt is put behind an opaque black screen and you
view the shirt through a peephole in the screen. The
screen reduces what you see through the opening to just
the actual light reflected from the shirt, independent of
its surroundings. Now, when it is illuminated, the shirt
looks white because the light that reaches your eye
through the hole is more intense than the light from the

screen itself.

This demonstration underscores the fact that when
we perceive objects in natural settings, rather than
through peepholes, many other objects are usually vis-
ible. Color and brightness constancy depend on the
relations among the intensities of light reflected from
the different objects; essentially by using our past
knowledge of object colors in general, our visual system
is able to correct for the effect of the source illumination
(both the source intensity and the source wavelengths)
and arrive at the brightness and the color of the objects
being seen (Gilchrist, 1988; Land, 1977; Maloney &

Wandell, 1986).

p N

Shape constancy

We have provided an example of
shape constancy in describing the
non-effect of sitting to one side of
a movie theater. Another is illus-
trated in Figure 5.25. When a
door swings toward us, the shape
of its image on the retina goes
through a series of changes. The
door’s rectangular shape pro-
duces a trapezoidal image, with
the edge toward us wider than the
hinged edge; then the trapezoid
grows thinner, until finally all that is projected on the
retina is a vertical bar the thickness of the door. Never-
theless, we perceive an unchanging door swinging open.
The fact that the perceived shape is constant while the
retinal image changes is an example of shape constancy.

Size constancy

The most thoroughly studied of all the perceptual con-
stancies is size constancy: An object’s perceived size
remains relatively constant no matter how far away it is.
As an object moves farther away from us, we generally do
not see it as decreasing in size. Hold a quarter 1 foot in
front of you and then move it out to arm’s length. Does it
appear to get smaller? Not noticeably. Yet, as shown in
Figure 5.26, the retinal image of the quarter when it is
24 inches away is only about half the size of its retinal
image when it is 12 inches away.

Dependence on depth cues

The example of the moving quarter indicates that when
we perceive the size of an object, we consider something
in addition to the size of the retinal image. That addi-
tional something is the perceived distance of the object. As
long ago as 1881, Emmert was able to show that size

Figure 5.25 Shape Constancy. The various retinal images produced by an opening door are quite different, yet we perceive a door of

constant rectangular shape.
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Figure 5.26 Retinal Image Size. This figure illustrates the
geometric relationship between the physical size of an object and
the size of its image on the retina. Arrows A and B represent
objects of the same size, but one is twice as far from the eye as
the other. As a result, the retinal image of A is about half the size
of the retinal image of B. The object represented by arrow C is
smaller than that of A, but its location closer to the eye causes it
to produce a retinal image the same size as A.

Figure 5.27 Emmert’s Experiment. Hold the book at normal
reading distance under good light. Fixate on the cross in the
center of the figure for about a minute, and then look at a distant
wall. You will see an after-image of the two circles that appears
larger than the stimulus. Then look at a piece of paper held close
to your eyes. The afterimage will appear smaller than the stimu-
lus. If the afterimage fades, blinking can sometimes restore it.

judgments depend on distance. Emmert used an ingenious
method that involved judging the size of afterimages.

Observers were first asked to fixate on the center of an
image for about a minute (see Figure 5.27 for an example
of such an image). Then they looked at a white screen and
saw an afterimage of what they had just seen. Their task
was to judge the size of the afterimage; the independent
variable was how far away the screen was. Because the
retinal size of the afterimage was the same regardless of
the distance of the screen, any variations in judgments of
the size of the afterimage had to be due to its perceived
distance. When the screen was far away, the afterimage
looked large; when the screen was near, the afterimage
looked small. Emmert’s experiment is so easy to do that
you can perform it on yourself.

On the basis of such experiments, Emmert proposed
that the perceived size of an object increases with both the
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retinal size of the object and the perceived dis-

tance of the object. This is known as the size—

distance invariance principle. It explains size

Al constancy as follows: When the distance to an

object increases, the object’s retinal size

decreases; but if distance cues are present, per-

ceived distance will increase. Hence, the per-

ceived size will remain approximately constant.

To illustrate: When a person walks away from you, the

size of her image on your retina becomes smaller but her

perceived distance becomes larger; these two changes

cancel each other out, and your perception of her size
remains relatively constant.

lllusions

Walk into the Haunted House at Disneyland. As you
nervously make your way down the first corridor, you see
mask-like faces staring at you from the walls. As you
move past them, the masks appear to physically swivel,
ever gazing at you. Although disconcerted, you marvel at
this effect, figuring that the masks must somehow be
mounted on little motors that are sensitive to your
approach and movement.

However, in reality the masks are stationary; it is only in
your perception that they move. If you somehow managed
to turn on the lights and inspect the masks closely, an
oddity would immediately become apparent: you are
actually looking at the inside of the mask rather than the
outside, as is normal. But, under the poor viewing con-
ditions of the haunted house, you don’t realize this. Your
visual system makes the assumption that you are looking
at a face from the outside, just as you usually do; but if this
is so, it turns out that the geometry of the situation requires
that you must perceive the face to be rotating as you shift
position relative to it. (This is an easy demonstration that
you can do for yourself. Go to a costume store and find a
cheap mask — one that just goes on the front of your face,
not the pull-it-down-over-your-head type. Have a friend
hold the mask up across the room so that the inside of the
mask is facing you. Particularly if you cover one eye, you
will perceive the face as coming out at you rather than
going in from you as is actually the case. Once you have
that perception, you will find that as you shift back and
forth, the mask will appear to rotate).

The perceived-to-be-rotating mask is an example of an

: Your perception of something differs systemati-
cally from physical reality. The mask illusion, like many
illusions, arises because of the visual system’s attempts to
maintain constancy — in this case its assumption that a
face is, like most faces, being viewed from the outside
rather than from the inside.

We have noted that the various constancies serve an
important purpose: They allow us to perceive fundamental
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The moon looks much larger when it is near the horizon than when it is high in the sky, even though in both locations its retinal image is
the same size.

characteristics of the world around us even when the
information arriving at our sense organs (our retinas in the
examples we’ve discussed) change dramatically as a result
of different source wavelengths, different source intensities,
different distances from the object or different viewing
angles. For better or for worse, however, these constancies
also lead to numerous optical illusions, as in the mask
illusion that we have just described.

The moon illusion

The size—distance principle is fundamental to understand-
ing a number of size illusions. An example is the moon
illusion: When the moon is near the horizon, it looks as
much as 50 percent larger than when it is high in the sky,
even though in fact, the moon’s retinal image is a tiny bit
larger when it is directly overhead, because it is a little bit
closer when directly overhead than when on the horizon
(just as, for example, an airplane is closer when it is directly
overhead than when you first see it on the horizon).

One explanation for the moon illusion is this (see Reed,
1984; Loftus, 1985). Think about a normal flying object
like an airplane that approaches you from the horizon. As
we just mentioned, the geometry of the situation is that
the airplane’s retinal image gets larger as it moves from
the horizon to the zenith. Because an airplane is relatively
close to the earth, the degree to which the retinal image
gets larger is quite dramatic. Size constancy, however,
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compensates for this change in retinal image size in the
usual fashion such that the airplane appears to remain the
same physical size throughout its ascendance.
Qualitatively, there is no difference between an air-
plane and the moon. The moon’s retinal image size also
(surprisingly!) increases as the moon ascends from
horizon to zenith. The difference between the moon and
the airplane is quantitative: the moon, unlike close-to-
earth objects like airplanes that we are used to, is so far
away that the change in its visual image is miniscule.
However, our visual system still insists on constancy:
as the moon approaches zenith, the visual system
‘believes’ that its retinal image size should be increasing
quite a lot, just as an airplane’s does. The moon’s failure
to increase its retinal image size in this expected manner
is ‘explained’ by the visual system perceiving the moon’s
physical size to decrease; hence the moon illusion.
Another way of looking at the moon illusion is that the
perceived distance to the horizon is judged to be greater
than the distance to the zenith. However, because the
visual angle remains almost constant as the moon rises
from horizon to zenith, the visual system must conclude
that the moon itself is larger at the distant horizon com-
pared to the nearer zenith (Kaufman & Rock, 1989). One
way to reduce the effectiveness of the depth cues that
indicate that the horizon moon is far away is to view the
moon upside down. This can be done by placing your
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Figure 5.28 The Ames Room. A view of how the Ames room looks to an
observer viewing it through the peephole. The sizes of the boy and the girl
depend on which one is in the left-hand corner of the room and which one is
in the right-hand corner. The room is designed to wreak havoc with our

perceptions. Because of the perceived shape of the room, the relative sizes

of the boy and the girl seem impossibly different.

back to the moon, bending over, and viewing it through
your legs. If you have a photo of the moon on the hori-
zon, it can be done by simply turning the picture upside
down (Coren, 1992).

Another size illusion is created by the Ames room
(named after its inventor, Adelbert Ames). Figure 5.28
shows how the Ames room looks to an observer seeing it
through a peephole. When the boy is in the left-hand
corner of the room (see the photograph on the left), he
appears much smaller than when he is in the right-hand
corner (see the photograph on the right). Yet it is the
same boy in both pictures! Here we have a case in which
size constancy has broken down. Why? The reason lies
in the construction of the room. Although the room
looks like a normal rectangular room to an observer
seeing it through the peephole, it is actually shaped so
that its left corner is almost twice as far away as its right
corner (see the diagram in Figure 5.29). Hence, the boy
on the left is much further away than the one on the
right, and consequently projects a smaller retinal image.
We do not correct for this difference in distance, though,
because the lines in the room lead us to believe that we
are looking at a normal room and therefore assume that
both boys are the same distance from us. Again the
visual system’s only interpretation of the boy subtending
a smaller angle, but being no further away is that the boy
is smaller. In essence, our assumption that the room is
normal blocks our application of the size-distance
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invariance principle, and consequently size
constancy breaks down.

The ‘Ames-room effect’ shown in Fig-
ures 5.28 and 5.29 was used to great advan-
tage by the movie director, Peter Jackson, in
his Lord of the Rings trilogy. These movies
involved different classes of beings (e.g.,
Hobbits, Dwarves, Elves, and Humans) who, in
keeping with J. R. R. Tolkien’s original books,
needed to appear to be very different sizes (e.g.,
Hobbits are only about half as tall as humans)
even though the different beings were played by
actors of similar heights. In part these effects
were achieved by computer-graphics techni-
ques, but for the most part, they were achieved
by illusion. For example, Aragorn a human,
would be filmed apparently walking alongside
Frodo, a Hobbit. However, during the filming
Viggo Mortensen playing Aragorn would be in
the foreground, close to the camera, while Eli-
jah Wood playing Frodo would actually be in
the background, approximately twice as far
from the camera as Mortensen.

Constancies in all sensory modalities

Although all the examples of constancy that we have
described are visual, constancies also occur in the other
senses. For example, a person will hear the same tune
even if the frequencies of all its notes are doubled.
Whatever the sensory modality, constancies depend on
relations between features of the stimulus — between ret-
inal size and distance in the case of size constancy,
between the intensity of two adjacent regions in the case
of lightness constancy, and so forth.

Figure 5.29 The True Shape of the Ames Room. This figure
shows the true shape of the Ames room. The boy on the left is
actually almost twice as far away as the boy on the right. How-
ever, this difference in distance is not detected when the room is
viewed through the peephole. (After Goldstein, 1984)
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INTERIM SUMMARY

® Another major function of the perceptual system is to
achieve perceptual constancy — to keep the appearance
of objects the same in spite of large variations in the
initial representations of the stimuli received by the
sense organs that are engendered by various
environmental factors.

® Color and brightness constancy entail perceiving the
actual color and brightness of a stimulus even when the
actual information arriving at the eye varies in color
makeup (because of the color makeup of the ambient
lighting) and in brightness (because of the level of
ambient illumination)

® Size constancy entails perceiving the actual size of a
stimulus even when the actual size of the object’s image
on the retina varies because of the object’s distance.

® |ntrinsically, constancies entail ‘illusion’ in the sense that
by a constancy’s very nature, perception differs
systematically from the physical nature of the stimulus. It
logically follows, and is empirically true that many visual
illusions may be explained by the various constancies.

® Constancies occur in all sensory modalities.

® Various kinds of perceptual illusions can be explained by
the perceptual system'’s insistence on maintaining
constancies.

® Although visual constancies are the most salient,
constancies exist in all sensory modalities.

CRITICAL THINKING QUESTIONS

1 Do you think that the moon illusion would be more
pronounced if the moon were seen rising over a flat,
featureless plane or if it were seen rising behind a city
skyline? Suppose that you were on a boat approaching
the city. Would the moon illusion be more pronounced if
you were closer to the city or further from the city?

2 Inwhat way is the behavior of a visual artist influenced by
color and shape constancy? Can you think of ways in
which perceptual constancies actually make the artist’s
task more difficult than it would be without constancy?

DIVISIONS OF LABOR IN
THE BRAIN

In the past decade a great deal has been learned about the
neural processes underlying perception. We have already
touched upon some of this knowledge. In this section, we
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will describe a bit more of what has been discovered. We
will begin by talking about the neural basis of attention,
and then we will turn to the visual cortex — which is a
crucial waystation for incoming visual information.

The neural basis of attention

Recent years have produced major breakthroughs in our
understanding of the neural basis of attention, particu-
larly visual attention. The research of interest has con-
cerned two major questions: (1) What brain structures
mediate the psychological act of selecting an object to
attend to? and (2) How does the subsequent neural
processing differ for attended and nonattended stimuli?
Let’s consider each of these questions in turn.

As previously described, there is evidence for three sepa-
rate but interacting attentional systems. One functions to
keep us alert. Numerous brain imaging studies have
shown that when people are given tasks that require them
to maintain attention on a task there is increased activity
in the parietal and frontal regions of the right hemisphere
of the brain. These areas are associated with the neuro-
transmitter norepinephrine, which is associated with
arousal (Coull, Frith, Frackowiak, & Grasby, 1996). Two
additional brain systems seem to mediate selective atten-
tion. The first is responsible for orienting attention to a
stimulus. This system represents the perceptual features of
an object, such as its location in space, its shape, and its
color, and is responsible for selecting one object among
many on the basis of the features associated with that
object. This is sometimes referred to as the

because the brain structures involved — the parietal
and temporal cortex, along with some subcortical struc-
tures — are mostly located in the back of the brain (though
recent research indicates a role of frontal cortex in
attentional orienting). The second system, designed to
control when and how these features will be used for
selection, is sometimes referred to as the
because the structures involved — the frontal cortex and a
subcortical structure — are located in the front of the brain.
In short, we can select an object for attention by focusing
on its location, its shape, or its color. Although the actual
selection of these features will occur in the posterior part
of the brain, the selection process will be guided by the
anterior part of brain. Because of this function, some
researchers refer to the anterior system as the ‘chief exec-
utive officer’ or CEO of selective attention.

Some critical findings regarding the posterior system
come from PET scans of humans while they are engaged
in selective-attention tasks. When observers are instructed
to shift their attention from one location to another, the
cortical areas that show the greatest increase in blood
flow — and, hence, neural activity — are the parietal lobes
of both hemispheres (Corbetta, Miezin, Shulman, &
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Petersen, 1993). Moreover, when people with
brain damage in these regions are tested on
attentional tasks, they have great difficulty
shifting attention from one location to another
(Posner, 1988). Hence, the regions that are
active when a normal brain accomplishes the
task turn out to be the same areas that are
damaged when a patient cannot do the task.
Moreover, when single-cell recording studies are
done with nonhuman primates, cells in the same
brain regions are found to be active when
attention must be switched from one location to
the next (Wurtz, Goldberg, & Robinson, 1980).
Taken together, these findings strongly indicate
that activity in parietal regions of the brain
mediates attending to locations. There is com-
parable evidence for the involvement of tempo-
ral regions in attending to the color and shape of
objects (Moran & Desimone, 1985).

Once an object has been selected for attention, what
changes in neural processing occur? Consider an experi-
ment in which a set of colored geometric objects is pre-
sented and the observer is instructed to attend only to
the red ones and to indicate when a triangle is presented.
The anterior system will direct the posterior system to
focus on color, but what else changes in the neural
processing of each stimulus? The answer is that the
regions of the visual cortex that process color become
more active than they would be if the observer were not
selectively attending to color. More generally, the regions
of the brain that are relevant to the attribute being
attended to (be it color, shape, texture, motion, and so
forth) will show amplified activity (Posner & Dehaene,
1994). There is also some evidence that brain regions that
are relevant to unattended attributes will be inhibited
(La Berge, 1995; Posner & Raichle, 1994).

Some of the best evidence for this amplification of
attributes that are attended to again comes from PET
studies. In one experiment (Corbetta et al., 1991),
observers whose brains were being scanned viewed
moving objects of varying color and form. In one con-
dition, the individuals were instructed to detect changes
among the objects in motion, while in other conditions
they were instructed to detect changes among the
objects in color or shape; hence, motion is the attribute
attended to in the first condition, color or shape in the
other conditions. As shown in Figure 5.30, even though
the physical stimuli were identical in all the conditions,
posterior cortical areas known to be involved in the
processing of motion were found to be more active in
the first condition, whereas areas involved in color or
shape processing were more active in the other con-
ditions. Attention, then, amplifies what is relevant, not
only psychologically but biologically as well.
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ATTENTION TO VISUAL FEATURES

COLOR/SHAPE

Figure 5.30 PET Images Reveal Differences in Cortical
Activity. The image on the top right is from the condition in which
participants attended to changes in color, whereas the images in
the bottom row are from the conditions in which individuals

attended to changes in shape or speed. (M. Corbetta, F. M. Miezen,
S. Dobmeyer, D. L. Shulman, S. E. Persen, “Attentional Modulation of
Neural Processing of Shape, Color and Velocity in Humans,” Science V.
248 p. 1558, 1990; Reprinted by permission of the American Association
for the Advancement of Science.)

The visual cortex

At a general level, the part of the brain that is concerned
with vision — the visual cortex — operates according to the
principle of division of labor: Different regions of the
visual cortex are specialized to carry out different per-
ceptual functions (Kosslyn & Koenig, 1992; Zeki, 1993).
There are over 100 million neurons in the cortex that are
sensitive to visual input. Everything we know about them
and the way they function has been learned through a
small number of techniques. In studies involving animals,
what we know is based largely on research in which
electrical impulses are recorded (using microelectrodes)
from single cells, as discussed in Chapter 4. Modern
techniques for conducting such research owe much to the
pioneering work of Hubel and Wiesel, mentioned earlier.

In studies involving humans, much of what we know
comes from ‘natural experiments’ — that is, cases of brain
injury and disease that cast light on how visual behaviors
relate to specific regions of the brain. Researchers in this
area include neurologists (medical doctors who specialize
in the brain) and neuropsychologists (psychologists who
specialize in treating and studying patients with brain
injury). An excellent introduction to this area is presented
in Oliver Sacks’s (1985) The Man Who Mistook His Wife
for a Hat.

Today the most exciting discoveries about the human
brain are being made by taking pictures of the brain
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Localization area

Primary
visual area

Recognition
area

Figure 5.31 Two Cortical Visual Systems. The arrows going
from the back of the brain toward the top depict the localization
system, the arrows going from the back toward the bottom of

the brain depict the recognition system. (After Mortimer Mishkin,
Leslie G. Ungerleider, & Kathleen A. Macko (1983), ‘Object Vision and
Spatial Vision: Two Cortical Pathways, ‘Trends in Neuroscience, 6
(10):414-417.)

without surgery. This field is called brain imaging and
includes techniques such as event related potentials
(ERPs), positron emission tomography (PET), and func-
tional magnetic resonance imaging (fMRI).

The most important region of the brain for visual
processing is the area known as the primary visual cortex,
or V1. Its location at the back, or posterior, part of the
brain is shown in Figure 5.31. This is the first location in
the cerebral cortex to which neurons sending signals from
the eye are connected. All the other visually sensitive
regions of the cortex (more than 30 such locations have
been identified) are connected to the eyes through V1.

As has so often been the case, the function of V1 was
discovered long before the development of modern
recording or imaging techniques. It first became obvious
when physicians examined patients who had suffered
localized head injuries through accident or war. As shown
in Figure 5.32, tissue damage (technically referred to as a
lesion) to a specific part of V1 was linked to blindness in
very specific parts of the visual field (technically, a sco-
toma). Note that this form of blindness is not caused by
damage to the eyes or the optic nerve; it is entirely cortical
in origin. For example, the very center of the visual field —
the fovea — will suffer a scotoma if a lesion occurs at the
extreme rear of V1. Scotomas in more peripheral portions
of the visual field are caused by lesions farther forward in
V1. It is as though a map of the visual field has been
stretched over the back of the cortex, with its center
directly over the rearmost part of the cortex.

Neurons in the primary visual cortex are sensitive to
many features contained in a visual image, such as
brightness, color, orientation, and motion. However, one
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of the most important features of these neurons is that
they are each responsible for analyzing only a very tiny
region of the image. In the foveal part of the image, this
can be as small as less than 1 millimeter seen at arm’s
length. These neurons also communicate with one
another only in very small regions. The benefit of this
arrangement is that the entire visual field can be analyzed
simultaneously and in great detail. What is missing from
this analysis, however, is the ability to coordinate infor-
mation that is not close together in the image — that is, to
see the “forest’ in addition to the ‘trees’.

To accomplish this task, cortical neurons send infor-
mation from V1 to the many other regions of the brain
that analyze visual information. Each of these regions
specializes in a particular task, such as analyzing color,
motion, shape, and location. These more specialized
regions are also in constant contact with V1, so that the
neural communication between regions is better thought
of as a conversation than as a command (Damasio, 1990;
Zeki, 1993). One of the most important divisions of labor
in visual analysis by the brain is between localization and
recognition, to which we now turn.

Recognition versus localization systems

The idea that localization and recognition are qualitatively
different tasks is supported by research findings showing
that they are carried out by different regions of the visual
cortex. Recognition of objects depends on a branch of the
visual system that includes the primary visual cortex and a
region near the bottom of the cerebral cortex. In contrast,
as shown in Figure 5.31, localization of objects depends on
a branch of the visual system that includes the primary
visual cortex and a region of the cortex near the top of the
brain. Studies with nonhuman primates show that if the
recognition branch of an animal’s visual system is
impaired, the animal can still perform tasks that require it
to perceive spatial relations between objects (one in front
of the other, for example) but cannot perform tasks that
require discriminating between the actual objects — for
example, tasks that require discriminating a cube from a
cylinder. If the location branch is impaired, the animal can
perform tasks that require it to distinguish a cube from a
cylinder, but it cannot perform tasks that require it to
know where the objects are in relation to each other
(Mishkin, Ungerleider, & Macko, 1983). Similar results
have been reported in humans who have suffered parietal-
lobe damage, e.g., Phan, Schendel, Recanzone, and
Robertson (2000).

More recent research has used brain imaging to doc-
ument the existence of separate object and location sys-
tems in the human brain. One widely used technique is
PET (discussed in Chapter 2). A observer first has a
radioactive tracer injected into her bloodstream and then
is placed in a PET scanner while she performs various
tasks. The scanner measures increases in radioactivity in
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b) Local lesion

c) Quarter-field lesion
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Figure 5.32 The Visual Consequences of Various Kinds of
Lesions in the Primary Visual Cortex (V1). The Visual Con-
sequences of Various Kinds of Lesions in the Primary Visual

Cortex (V1) The ‘map’ of the visual field is upside down and mirror
reversed.

various brain regions, which indicate increases in blood
flow to those regions. The regions that show the most
increase in blood flow are the ones that mediate perfor-
mance of the task.

In one such study, observers performed two tasks, one
a test of face recognition, which depends on the brain
region for object recognition, and the other a test of
mental rotation, which requires localization. In the face-
recognition task, observers saw a target picture with two
test faces beneath it during each trial. One of the test faces
was the face of the person depicted by the target, except
for changes in orientation and lighting; the other was the
face of a different person. As shown in Figure 5.33a, the
observer’s task was to decide which test face was the same
as the target. While the observer was engaging in this
task, there was an increase in blood flow in the recogni-
tion branch of the cortex (the branch terminating near the
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bottom of the cortex), but not in the localization
branch (the branch terminating near the top of the
cortex).

Very different results were obtained with the
mental rotation task. In this task, on each trial,
observers saw a target display of a dot at some
distance from a double line; beneath the target were
two test displays. As shown in Figure 5.33b, one
test display was the same as the target, except that it
had been rotated; the other test display contained a
different configuration of the dot and lines. While
engaging in this task, observers showed an increase
in blood flow in the localization branch of the
cortex, but not in the recognition branch. Local-
ization and recognition, therefore, are carried out in
entirely different regions of the visual cortex (Grady
et al., 1992; Haxby et al., 1990).

The division of labor in the visual cortex does
not end with the split between localization and
recognition. Rather, the different kinds of infor-
mation that are used in localization — eye move-
ments, motion analysis, and depth perception, for
example — are themselves processed by different
subregions of the localization branch of the cortex.
Similarly, the various kinds of information used in
recognition — shape, color, and texture — also have
specialized subregions devoted to their analysis
(Livingstone & Hubel, 1988; Zeki, 1993). The
upshot of all this is that the visual cortex consists of
numerous ‘processing modules’, each of which is
specialized for a particular task. The more we learn
about the neural basis of other sensory modalities
(and other psychological functions as well), the
more this modular, or division-of-labor, approach
seems to hold.

INTERIM SUMMARY

Three separate brain systems seem to mediate the
psychological act of selecting an object to attend to. The
first system is generally associated with arousal. The
second, or posterior system, selects objects on the
basis of location, shape, or color. The third, or anterior
system is responsible for guiding this process,
depending on the goals of the viewer.

The visual cortex operates according to the principle of
division of labor. Localization is mediated by a region
near the top of the cortex, and recognition by a region
near the bottom of the cortex. Recognition processes
are further subdivided into separate modules such as
color, shape, and texture.

Recognition and localization are carried out by two
different regions of the visual cortex.
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Figure 5.33 Recognition and Localization Tasks. Sample items from the face-matching

(left) and dot-location (right) matching tasks. (Reprinted from Journal of Cognitive Neruroscience,
pp. 23-24, Fig. 5-2, p. 30, vol. 4:1, Winter 1992, by permission of the MIT Press, Cambridge, MA)

CRITICAL THINKING QUESTIONS

1 Why do you think the brain seems to solve many
problems by dividing the work among specialized
regions? What advantages may be gained by this
approach? What problems might be caused by this
division of labor?

2 Some people are skeptical about the value of studying
perception and behavior from a biological perspective.
Given what you have learned about vision and visually
guided behavior, how would you argue against such
skeptics?

PERCEPTUAL DEVELOPMENT

An age-old question about perception is whether our
abilities to perceive are learned or innate — the familiar
nature-versus-nurture problem. Contemporary psychol-
ogists no longer believe that this is an ‘either-or’ ques-
tion. No one doubts that both genetics and learning
influence perception; rather, the goal is to pinpoint the
contribution of each and to spell out their interactions.
For the modern researcher, the question ‘Must we learn
to perceive?’ has given way to more specific questions:
(a) What discriminatory capacities do infants have
(which tells us something about inborn capacities), and
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how does this capacity change
with age under normal rearing
conditions? (b) If animals are
reared under conditions that
restrict what they can learn
(referred to as controlled stimu-
lation), what effects does this
have on their later discriminatory
capacity? (c) What effects does
rearing under controlled con-
ditions have on perceptual-motor
coordination? We will address
each of these issues in turn.

Discrimination by infants

Perhaps the most direct way to
find out what human perceptual
capacities are inborn is to see
what capacities an infant has. At
first, you might think that this
research should consider only
newborns, because if a capacity is
inborn it should be present from
the first day of life. This idea turns
out to be too simple, though.
Some inborn capacities, such as perception of form, can
appear only after other more basic capacities, such as the
ability to register details, have developed. Other inborn
capacities may require that there be some kind of envi-
ronmental input for a certain length of time in order for
the capacity to mature. Thus, the study of inborn
capacities traces perceptual development from the first
minute of life through the early years of childhood.

It is hard for us to know what an infant perceives because
it cannot talk or follow instructions, and has a fairly
limited set of behaviors. To study infant perception, a
researcher needs to find a form of behavior through
which an infant indicates what it can discriminate. As
shown in Figure 5.34, one such behavior is an infant’s
tendency to look at some objects more than at others;
psychologists make use of this behavior in a technique
known as the (Teller, 1979).
Two stimuli are presented to the infant side by side. The
experimenter, who is hidden from the infant’s view, looks
through a partition behind the stimuli and, by watching
the infant’s eyes, measures the amount of time that the
infant looks at each stimulus. (Usually the experimenter
uses a television camera to record the infant’s viewing
pattern.) During the experiment the positions of the
stimuli are switched randomly. If an infant consistently
looks at one stimulus more than at the other, the exper-
imenter concludes that the infant can tell them apart —
that is, discriminate between them.
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Figure 5.34 Testing the Visual Preferences of an infant.

A related technique is called the
(Frantz, 1966; Horowitz, 1974). It takes advantage of the
fact that although infants look directly at novel objects,
they soon become bored with the same object — that is,
they habituate. Suppose that an object is presented for a
while and then replaced by a new object. To the extent
that the second object is perceived as identical or highly
similar to the first one, the infant should spend little time
looking at it; conversely, to the extent that the second
object is perceived as substantially different from the first
one, the infant should spend a lot of time staring at it. By
these means, an experimenter can determine whether two
physical displays look the same to an infant.

Using these techniques, psychologists have studied a
variety of perceptual capacities in infants. Some of these
capacities are needed to perceive forms, and hence are
used in the task of recognition; others, particularly depth
perception, are involved in the task of localization; and
still others are involved in the task of keeping the
appearance of perceived objects constant.

To be able to perceive an object, a person must first be
able to discriminate one part of it from another, an ability
referred to as visual acuity. Acuity is often assessed by
varying both the contrast in a pattern (the difference in
brightness between dark and light regions) and the spatial
frequency of the pattern (the number of times a pattern is
repeated within a given area). For any particular level of
contrast there are always some spatial frequencies that
cannot be resolved by the visual system because they are
too fine. At the other extreme, there are other spatial
frequencies that cannot be seen because they change over
too large an area.

The method typically used in studying acuity in infants
is preferential looking, with a pattern of stripes as one
stimulus and a uniform gray field as the other. Initially the
stripes are relatively wide, and the infant prefers to look
at the pattern rather than at the uniform field. Then the
researcher decreases the width of the stripes until the
infant no longer shows a preference. Presumably at this
point the infant can no longer discriminate a stripe from
its surroundings, so that the pattern of stripes no longer
has perceptible parts and looks like a uniform field. When
first studied at about one month of age, infants can see
some patterns, but their acuity is very low. Acuity
increases rapidly over the first six months of life; then it
increases more slowly, reaching adult levels between 1
and 2 years of age (Courage & Adams, 1990; Teller &
Movshon, 1986).

What do studies like this tell us about the infant’s
perceptual world? At one month, infants can distinguish
among relatively large objects but cannot distinguish fine
details. Such vision is sufficient to perceive some general
characteristics of an object, including some of the features
of a face (which create something like a pattern of dark
and light stripes). Figure 5.35 uses the results of acuity
experiments to simulate what one-, two-, and three-
month-old infants see when viewing a woman’s face from
a distance of six inches. At one month, acuity is so poor

¥

Figure 5.35 Visual Acuity and Contrast Sensitivity. Simulations of what 1-, 2-, and 3-month-old infants see when they look at a
woman’s face from a distance of about 6 inches and a photograph of what an adult sees. The simulations of infant perception were

obtained by first determining an infant’s contrast sensitivity and then applying this contrast-sensitivity function to the photograph. (From
Sensations and Perception by E. Bruce Goldstein, © 1989, 1984, 1980 Wadsworth Publishing Co.)
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that it is difficult to perceive facial
expressions (and indeed newborns
look mostly at the outside contours
of a face). By three months, acuity
has improved to the point where an
infant can decipher facial expres-
sions. No wonder that infants seem
so much more socially responsive at
three months than at one month.
Being able to discriminate dark
from light edges is essential for see-
ing forms, but what about other
aspects of object recognition? Our
sensitivity to some of the shape fea-
tures of objects is manifested very
early in life. When presented with a
triangle, even a three-day-old infant
will direct its eye movements toward
the edges and vertices rather than
looking randomly over the form
(Salapatek, 1975). Also, infants find
some shapes more interesting than
others. As noted in Chapter 3, they
tend to look more at forms that
resemble human faces, a tendency
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Figure 5.36 The Visual Cliff. The ‘visual cliff’ is an apparatus used to show that infants
and young animals are able to see depth by the time they are able to move about. The
apparatus consists of two surfaces, both displaying the same checkerboard pattern and
covered by a sheet of thick glass. One surface is directly under the glass; the other is several
feet below it. When placed on the center board between the deep side and the shallow side,
the kitten refuses to cross to the deep side but will readily move off the board onto the
shallow side. (After Gibson & Walk, 1960)
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that appears to be based on a pref-
erence to attend to objects with
more visual complexity in the upper portion of the object
(Macchi Cassia, Turati, & Simion, 2004). By three
months an infant can recognize something about the
mother’s face, even in a photograph, as revealed by an
infant’s preference to look at a photograph of the mother
rather than one of an unfamiliar woman (Barrera &
Maurer, 1981a).

Perceiving depth

Depth perception begins to appear at about three months
but is not fully established until about six months. Thus,
at around four months infants will begin to reach for the
nearer of two objects, where nearness is signaled by bin-
ocular disparity (Granrud, 1986). A month or two later
they will begin to reach for objects that are apparently
nearer on the basis of monocular depth cues such as rel-
ative size, linear perspective, and shading cues (Coren,
Ward, & Enns, 1999).

Further evidence of the development of monocular
depth perception comes from studies using what is called
a ‘visual cliff’, illustrated in Figure 5.36. This consists of a
board placed across a sheet of glass, with a surface of
patterned material located directly under the glass on
the shallow side and at a distance of a few feet below
the glass on the deep side. (The appearance of depth in
Figure 5.36 — the ‘cliff’ — is created by an abrupt change in
the texture gradient.) An infant who is old enough to
crawl (67 months) is placed on the board; a patch is
placed over one eye to eliminate binocular depth cues.
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When the mother calls or beckons from the shallow side,
the infant will consistently crawl toward her; but when
the mother beckons from the deep side, the infant will not
cross the ‘cliff. Thus, when an infant is old enough to
crawl, depth perception is relatively well developed.

Perceiving constancies

Like the perception of form and depth, the perceptual
constancies start to develop in the first few months of life.
This is particularly true of shape and size constancy
(Kellman, 1984). Consider an experiment on size con-
stancy that used the habituation method. Four-month-old
infants were first shown one teddy bear for a while and
then shown a second one. The second bear was either (a)
identical in physical size to the original one, but presented
at a different distance so that it produced a different-sized
retinal image, or (b) different in physical size from the
original bear. If the infants had developed size constancy,
they should perceive bear ‘a’ (same physical size) as
identical to the one they saw originally, and hence spend
little time looking at it compared to the amount of time
spent looking at bear ‘b’ (which was actually bigger
than the original). And this is exactly what happened
(Granrud, 1986).

Controlled stimulation

We turn now to the question of how specific experiences
affect perceptual capacities. To answer this question,
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researchers have systematically varied the kind of per-
ceptual experiences a young organism has, and then
looked at the effects of this experience on subsequent
perceptual performance.

The earliest experiments on controlled stimulation sought
to determine the effects of rearing an animal in the total
absence of visual stimulation. The experimenters kept
animals in the dark for several months after birth, until
they were mature enough for visual testing. The idea
behind these experiments was that if animals have to
learn to perceive, they would be unable to perceive when
first exposed to the light. The results turned out as
expected: Chimpanzees that were reared in darkness for
their first 16 months could detect light but could not
discriminate among patterns (Riesen, 1947). However,
subsequent studies showed that prolonged rearing in the
dark does more than prevent learning; it causes deterio-
ration of neurons in various parts of the visual system. It
turns out that a certain amount of light stimulation is
necessary to maintain the visual system. Without any light
stimulation, nerve cells in the retina and visual cortex
begin to atrophy (Binns & Salt, 1997; Movshon & Van
Sluyters, 1981).

Although these findings do not tell us much about the
role of learning in perceptual development, they are
important in themselves. In general, when an animal is
deprived of visual stimulation from birth, the longer the
period of deprivation, the greater the deficit. Adult cats,
on the other hand, can have a patch over one eye for a
long period without losing vision in that eye. These
observations led to the idea that there is a critical period
for the development of inborn visual capacities. (A critical
period is a stage in development during which the
organism is optimally ready to acquire certain abilities.)
Lack of stimulation during a critical period for vision can
permanently impair the visual system (Cynader, Timney,
& Mitchell, 1980).

Researchers no longer deprive animals of stimulation for
a long time; instead, they study the effects of rearing
animals that receive stimuli in both eyes, but only certain
kinds of stimuli. Researchers have raised kittens in an
environment in which they see only vertical stripes or
only horizontal stripes. The kittens become blind to
stripes in the orientation — horizontal or vertical — that
they do not experience. And single-cell recording studies
show that many cells in the visual cortex of a ‘horizon-
tally reared’ cat respond to horizontal stimuli and none
responds to vertical stimuli, whereas the opposite pat-
tern is found in the visual cortex of ‘vertically reared’ cat
(Blake, 1981; Movshon & Van Sluyters, 1981). This
blindness seems to be caused by the degeneration of cells
in the visual cortex.

For more Cengage Learning textbooks, visit www.cengagebrain.co.uk

Of course, researchers do not deprive humans of nor-
mal visual stimulation, but sometimes this happens nat-
urally or as a consequence of medical treatment. For
example, after eye surgery the eye that was operated on is
usually covered with a patch. If this happens to a child in
the first year of life, the acuity of the patched eye is
reduced (Awaya et al., 1973). This suggests that there is a
critical period early in the development of the human
visual system similar to that in animals; if stimulation is
restricted during this period, the system will not develop
normally. The critical period is much longer in humans
than in animals. It may last as long as eight years, but the
greatest vulnerability occurs during the first two years of
life (Aslin & Banks, 1978).

None of these facts indicates that we have to learn to
perceive. Rather, the facts show that certain kinds of
stimulation are essential for the maintenance and devel-
opment of perceptual capacities that are present at birth.
But this does not mean that learning has no effect on
perception. For evidence of such effects, we need only
consider our ability to recognize common objects. The
fact that we can recognize a familiar object more readily
than an unfamiliar one — a dog versus an aardvark, for
example — must certainly be due to learning. If we had
been reared in an environment rich in aardvarks and
sparse in dogs, we could have recognized the aardvark
more readily than the dog.

When it comes to coordinating perceptions with motor
responses, learning plays a major role. The evidence for
this comes from studies in which observers receive normal
stimulation but are prevented from making normal
responses to that stimulation. Under such conditions,
perceptual-motor coordination does not develop.

For example, in one classic study, two kittens that had
been reared in darkness had their first visual experience in
the ‘kitten carousel’ illustrated in Figure 5.37. As the
active kitten walked, it moved the passive kitten riding in
the carousel. Although both kittens received roughly the
same visual stimulation, only the active kitten had this
stimulation produced by its own movement. And only the
active kitten successfully learned sensory-motor coordi-
nation; for example, when picked up and moved toward
an object, only the active kitten learned to put out its
paws to ward off a collision.

Similar results have been obtained with humans. In
some experiments, people wear prism goggles that distort
the directions of objects. Immediately after putting on
these goggles, they temporarily have trouble reaching for
objects and often bump into things. If they move about
and attempt to perform motor tasks while wearing the
goggles, they learn to coordinate their movements with
the actual location of objects rather than with their
apparent locations. On the other hand, if a person is
pushed in a wheelchair he or she does not adapt to the
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Figure 5.37 The Importance of Self-Produced Movements.
Both kittens received roughly the same visual stimulation, but
only the active kitten had this stimulation produced by its own

movement. (R. Held and A. Held (1963) ‘Movement Produced in the
Development of Visually Guided Behavior’, from Journal of Comparative
and Physiological Psychology, 56:872-876. Copyright © 1963 by the
American Psychological Association. Adapted with permission.)

goggles. Apparently, self-produced movement is essential
to prism adaptation (Held, 1965).

In sum, the evidence indicates that we are born with
considerable perceptual capacities. The natural develop-
ment of some of these capacities may require years of
normal input from the environment. But there clearly are
learning effects on perception as well; these are particu-
larly striking when perception must be coordinated with
motor behavior.

This chapter, like the preceding one, includes many
examples of the interplay between psychological and
biological approaches. Throughout the chapter we have
encountered cases in which specific psychological func-
tions are implemented by specific cells or brain regions.
We have seen that specialized cells are used to perceive
motion and that separate parts of the brain are used to
register the visual features of location, shape, and color.
Still other regions of the brain are involved in determining
which of these features will be used to control behaviors
and actions. These and other examples illustrate how
significant the findings of biological research can be in the
study of psychological processes.
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Figure 5.38 After looking at this picture, look back at the left
panel of Figure 5-1 (page 152). Now what do you see?

INTERIM SUMMARY

Research on perceptual development is concerned
with the extent to which perceptual capacities are inborn
and the extent to which they are learned through
experience.

To determine inborn capacities, researchers study the
discrimination capacities of infants with methods such
as preferential looking and habituation. Perceptual

constancies begin to develop as early as six months.

Animals raised in darkness suffer permanent visual
impairment, and animals raised with a patch over one
eye become blind in that eye, suggesting a critical
period early in life when lack of normal stimulation
produces deficiency in an innate perceptual capacity.

CRITICAL THINKING QUESTION

1

Do you think that in general infants are more or less
able to perceive the world than their parents think they
are?
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SEEING BOTH SIDES

IS PERCEPTUAL DEVELOPMENT AN INNATE
OR SOCIALLY ACQUIRED PROCESS?

Perceptual development is an intrinsic
process

Elizabeth S. Spelke, Massachusetts Institute of Technology

Human beings have a striking capacity to learn from one another.
This capacity already is evident in the 1-year-old child, who can
learn the meaning of a new word by observing just a few
occasions of its use and who can learn the functions of a new
object simply by watching another person act on it. The rapid
and extensive learing that occurs in early childhood suggests
that much of what humans come to know and believe is shaped
by our encounters with other things and people. But is our very
ability to perceive things and people itself the result of learning?
Or, does perception originate in intrinsically generated growth
processes and develop in relative independence of one’s
encounters with things perceived?

For two millennia, most of the thinkers who have pondered
this question have favored the view that humans learn to per-
ceive, and that the course of development proceeds from
meaningless, unstructured sensations to meaningful, structured
perceptions. Research on human infants nevertheless provides
evidence against this view. For example, we now know that
newborn infants perceive depth and use depth information as
adults do, to apprehend the true sizes and shapes of objects.
Newborn infants divide the speech stream into the same kinds of
sound patterns as do adults, focusing in particular on the set of
sound constrasts used by human languages. Newborn infants
distinguish human faces from other patterns and orient to faces
preferentially. Finally, newborn infants are sensitive to many of the
features of objects that adults use to distinguish one thing from
another, and they appear to combine featural information in the
same kinds of ways as do adults.

How does perception change after the newborn period? With
development, infants have been found to perceive depth, objects,
and faces with increasing precision. Infants also come to focus on
the speech contrasts that are relevant to their own language in
preference to speech contrasts relevant to other languages.
(Interestingly, this focus appears to result more from a decline in
sensitivity to foreign language contrasts than from an increase in
sensitivity to native language contrasts.) Finally, infants become
sensitive to new sources of information about the environment,
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such as stereoscopic information for depth, configural information
for object boundaries, and new reference frames for locating
objects and events. These developments bring greater precision
and richness to infants’ perceptual experience, but they do not
change the infant’s world from a meaningless flow of sensation to
a meaningful, structured environment.

The findings from studies of human infants gain further sup-
port from studies of perceptual development in other animals.
Since the pioneering work of Gibson and Walk, we have known
that depth perception develops without visual experience in
every animal tested: Innate capacities for perceiving depth allow
newborn goats to avoid falling off cliffs, and they allow dark-
reared rats and cats to avoid bumping into approaching surfa-
ces. More recent studies reveal that newborn chicks perceive the
boundaries of objects much as human adults do, and they even
represent the continued existence of objects that are hidden.
Studies of animals’ developing brains reveal that both genes and
intrinsically structured neural activity are crucial to the develop-
ment of normally functioning perceptual systems, but encounters
with the objects of perception — external things and events —
play a much lesser role. As with human infants, normal visual
experience enriches and attunes young animals’ perceptual
systems, and abnormal visual experience may greatly perturb
their functioning. Like human infants, however, other animals do
not need visual experience to transform their perceptual world
from a flow of unstructured sensations into a structured visual
layout.

In sum, perception shows considerable structure at birth and
continuity over development. This continuity may help to explain
why young human infants are so adept at learning from other
people. Consider an infant who watches an adult twist a lid off a
jar while saying, ‘Let’s open it’. If the infant could not perceive
the lid and jar as distinct movable and manipulable objects,
she would not be able to make sense of the adult’s action. If she
could not perceive the sounds that distinguish ‘open’ from other
words, she could not begin to learn about this distinctive utter-
ance. And if she could not perceive the person as an agent in
some way like herself, then watching the person’s action and
listening to his speech would reveal nothing about what the infant
herself could learn to do or say. Infants’ prodigious abilities to
learn, therefore, may depend critically on equally prodigious,
unlearned abilities to perceive.
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SEEING BOTH SIDES

IS PERCEPTUAL DEVELOPMENT AN INNATE
OR SOCIALLY ACQUIRED PROCESS?

Perceptual development is an
activity-dependent process:

Mark Johnson, University of London

Most developmental scientists now agree that both nature and
nurture are essential for the normal development of perception.
However, there is still much dispute about the extent to which
either nature or nurture is the more important factor. Points of view
on this issue are more than just philosophical musings; they affect
the kinds of research programs that are undertaken. Since the
1980s a major thrust in developmental psychology has centered
on identifying and delineating aspects of perceptual and cognitive
function that can be termed innately specified core knowledge
(Spelke & Kinzler, 2007). Core knowledge is contrasted with
learming mechanisms engaged by visual experience. | argue here
that this line of thinking fails to reflect the fact that the most
interesting phenomena in development involve interactions
between acquired and intrinsic processes, and that common
mechanisms of brain adaptation may underlie the two processes. |
propose that perceptual development is better characterized as
an activity-dependent process involving complex and subtle
interactions at many levels, and that the infant actively seeks out
the experience it needs for its own further brain development.

To begin to illustrate my point, let’s consider neurobiological
work on the prenatal development of the visual cortex in another
species, rodents. The neurons studied in these experiments are
those involved in binocular vision. Experiments show that the
prenatal tuning of these neurons arises through their response to
internally generated waves of electrical activity from the main
inputs to the visual cortex, the lateral geniculate nucleus and eye
(Katz & Shatz, 1996). In other words, the response properties of
these visual cortical neurons are shaped by a kind of ‘virtual
environment’ generated by cells elsewhere in the brain and eye.
Although the term innate can be stretched to cover this example
of development, we could equally well describe this process as
the cortical cells learning from the input provided by their cousins
in the LGN and eye. Further, after birth the same cortical neurons
continue to be tuned in the same way, except that now their
input also reflects the structure of the world outside the infant.
Thus, when we examine development in detail, it becomes
harder to argue that ‘innate knowledge’ is fundamentally different
from learning.

Another example of the role of activity-dependent processes
in perceptual development comes from the ability to detect and
recognize faces. Because regions of the adult human cortex are
specialized for processing faces, some have argued that this
ability is innate. However, experiments with infants reveal a more
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complex story (Johnson, 2005). The tendency for newborns to
look more toward faces turns out to be based on a very primitive
reflex-like system that may be triggered by a stimulus as simple
as three high-contrast blobs in the approximate locations of the
eyes and mouth. This simple attention bias, together with a
sensitivity to the human voice, is sufficient to ensure that new-
borns look much more at faces than at other objects and pat-
terns over the first weeks of life. One consequence of this is that
developing brain circuits on the visual recognition pathway of
the cortex get more input related to faces and thus are shaped
by experience with this special type of visual stimulus. We can
now study this process by using new brain-imaging methods.
Such studies have shown that the brains of young children
show less localized and less specialized processing of faces in
the cortex than do the brains of adults. It is not until around
10 years old that children start to show the same patterns of
brain specialization for processing faces as adults, by which
time they have had as much as 10,000 hours of experience of
human faces.

Another example comes from the study of infants’ eye
movements to visual targets. Although newborns are capable of
some primitive reflexive eye movements, only much later in the
first year can they make most of the kinds of complex and
accurate saccades seen in adults. One view is that the very
limited ability present in newborns is just sufficient to allow them
to practice and develop new brain circuits for the more complex
integration of visual and motor information necessary for adult-
like eye movements. And practice they do! Even by four months,
babies have already made more than 3 million eye movements.
Once again, it appears that infants actively contribute to their
own subsequent development.

These considerations should also make us skeptical about
claims made for innate perceptual abilities based on experi-
ments with babies that are several months old. In fact, when the
same experiments were done with younger infants, quite
different results have sometimes
been obtained, suggesting dramatic
changes in perceptual abilities over
the first few weeks and months after
birth (Haith, 1998).

Infants are not passively shaped by
either their genes or their environment.
Rather, perceptual development is an
activity-dependent process in which,
during postnatal life, the infant plays an
active role in generating the experience
it needs for its own subsequent brain
development.

Mark Johnson
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CHAPTER SUMMARY

The study of perception deals with the question of
how organisms process and organize incoming
raw, sensory information in order to (a) form a
coherent representation or model of the world
within which the organism dwells and (b) use that
representation to solve naturally occurring prob-
lems, such as navigating, grasping, and planning.

Five major functions of the perceptual system are:
(a) Determining which part of the sensory
environment to attend to, (b) localizing, or
determining where objects are, (c) recognizing, or
determining what objects are, (d) abstracting the
critical information from objects, and (e) keeping
appearance of objects constant, even though their
retinal images are changing. Another area of study
is how our perceptual capacities develop.

Selective attention is the process by which we
select some stimuli for further processing while
ignoring others. In vision, the primary means of
directing our attention are eye movements. Most
eye fixations are on the more informative parts of
a scene. Selective attention also occurs in audition.
Usually we are able to selectively listen by using
cues such as the direction from which the sound is
coming and the voice characteristics of the
speaker. Our ability to selectively attend is medi-
ated by processes that occur in the early stages of
recognition as well as by processes that occur only
after the message’s meaning has been determined.

To localize objects we must first separate them
from one another and then organize them into
groups. These processes were first studied by
Gestalt psychologists, who proposed several
principles of organization. One such principle is
that we organize a stimulus into regions corre-
sponding to figure and ground. Other principles
concern the bases that we use to group objects
together, including proximity, closure, similarity,
good continuation, and closure.

Localizing an object requires that we know its
distance from us. This form of perception, known
as depth perception, is usually thought to be based
on depth cues. Monocular depth cues include
relative size, interposition, relative height, linear
perspective, shading, and motion parallax. A
binocular depth cue is binocular disparity, which
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results from the fact that any object produces
slightly different images on the two retinas.

Localizing an object sometimes requires that we
know the direction in which an object is moving.
Motion perception can be produced in the absence
of an object moving across our retina. One
example of this phenomenon is stroboscopic
motion, in which a rapid series of still images
induces apparent movement; another example is
induced motion, in which movement of a large
object induces apparent movement of a smaller
stationary object. Perception of real motion
(movement of a real object through space) is
implemented by specific cells in the visual system,
as indicated by single-cell recordings and experi-
ments on selective adaptation.

Recognizing an object requires that the various
features associated with the object (e.g., shapes,
colors) be correctly bound together. It is generally
believed that attention is required for this
binding process; when such binding fails, an illu-
sory conjunction — the incorrect conjunction of
two or more features of different objects — may
occur.

Recognizing an object amounts to assigning it to a
category and is based mainly on the shape of the
object. In early stages of recognition, the visual
system uses retinal information to describe the
object in terms of features like lines and angles;
neurons that detect such features (feature detec-
tors) have been found in the visual cortex. In later
stages of recognition, the system matches the
description of the object with shape descriptions
stored in memory to find the best match.

Matching can be explained by a connectionist
model or network. The bottom level of the net-
work contains features and the next level contains
letters; an excitatory connection between a feature
and a letter means that the feature is part of a
letter, while an inhibitory connection means that
the feature is not part of the letter. When a letter is
presented, it activates some features in the net-
work, which pass their activation or inhibition up
to letters; the letter that receives the most activa-
tion is the best match to the input. The network
can be expanded to include a level of words and to
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explain why a letter is easier to recognize when
presented in a word than when presented alone.

The shape features of natural objects are more
complex than lines; they are similar to simple
geometric forms such as cylinders, cones, blocks,
and wedges. A limited set of such forms may be
sufficient in combination to describe the shapes of
all objects that people can recognize.

Research indicates that face recognition involves
processes separate from object recognition. Object
recognition depends on processing features, and
face recognition depends in part on processing
overall configuration.

Bottom-up recognition processes are driven solely
by the input, whereas top-down recognition pro-
cesses are driven by a person’s knowledge and
expectations. Top-down processes underlie con-
text effects in perception: The context sets up a
perceptual expectation, and when this expectation
is satisfied, less input information than usual is
needed for recognition.

Another major function of the perceptual system
is to achieve perceptual constancy — that is, to
keep the appearance of objects the same in spite of
large changes in the stimuli received by the sense
organs. Lightness constancy refers to the fact that
an object appears equally light regardless of how
much light it reflects, and color constancy means
that an object looks roughly the same color
regardless of the light source illuminating it. In
both cases, constancy depends on relations
between the object and elements of the back-
ground. Two other well-known perceptual con-
stancies are shape and location constancy.

Size constancy refers to the fact that an object’s
apparent size remains relatively constant no mat-
ter how far away it is. The perceived size of an
object increases with both the retinal size of the
object and the perceived distance of the object, in
accordance with the size—distance invariance
principle. Thus, as an object moves away from the
perceiver, the size of its retinal image decreases but
the perceived distance increases, and the two
changes cancel each other out, resulting in con-
stancy. This principle can be used to explain cer-
tain kinds of perceptual illusions.
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Two separate brain systems seem to mediate the
psychological act of selecting an object to attend
to. In the posterior system, objects are selected on
the basis of location, shape, or color. The anterior
system is responsible for guiding this process,
depending on the goals of the viewer. PET studies
further show that once an object has been
selected, activity is amplified in the posterior
regions of the brain that are relevant to the attri-
bute being attended to.

The visual cortex operates according to the prin-
ciple of division of labor. Localization and rec-
ognition are carried out by different regions of the
brain, with localization mediated by a region near
the top of the cortex and recognition by a region
near the bottom of the cortex. Recognition pro-
cesses are further subdivided into separate mod-
ules: for example, color, shape, and texture.

Research on perceptual development is concerned
with the extent to which perceptual capacities are
inborn and the extent to which they are learned
through experience. To determine inborn capaci-
ties, researchers study the discrimination capaci-
ties of infants using methods such as preferential
looking and habituation. Acuity, which is critical
to recognition, increases rapidly during the first
six months of life and then increases more slowly.
Depth perception begins to appear at about three
months but is not fully established until about six
months. Perceptual constancies begin to develop
as early as six months.

Animals raised in darkness suffer permanent visual
impairment, and animals raised with a patch over
one eye become blind in that eye. Adult animals do
not lose vision even when deprived of stimulation
for long periods. These results suggest that there is
a critical period early in life during which lack of
normal stimulation produces deficiency in an
innate perceptual capacity. If stimulation early in
life is controlled in such a way that certain kinds of
stimuli are absent, both animals and people
become insensitive to the stimuli of which they
have been deprived; again, this effect does not have
much to do with learning. Perceptual-motor
coordination must be learned, however. Both ani-
mals and people require self-produced movement
to develop normal coordination.
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CORE CONCEPTS

perception

symbol

theory of ecological optics
model of the environment
perceptual constancy

eye fixations

saccade

weapon focus

shadowing

inattention blindness
charge blindness

depth cues

binocular disparity
stroboscopic motion
selective adaptation
selective attention
primitive features

binding problem

Take a quiz, try the activities and exercises, and explore web links.

illusory conjunction
feature-integration theory
visual search task
dynamic control theory
simple cell

complex cell
hypercomplex cell
connectionist models
node

object recognition
network

excitatory connections

augmented network

top-down feedback connections

geons

bottom-up versus top-down
processes

mcgurk effect
prosopagnosia
impression effect
agnosia

associative agnosia
abstraction

constancy

available wavelengths
source wavelengths
spatial localization
reflectance characteristic
illusion

posterior system
anterior system
preferential looking method
habituation method

Click on Fun Things in Vision and tease your senses while you learn more about perception. Then explore

perception-specific topics like size perception, shape constancy, and more.

Some more examples of illusions can be found on this site from the Exploratorium in San Francisco.

This site offers you a collection of tutorials related to sensation and perception.
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CD-ROM LINKS

Psyk.Trek 3.0

Check out CD Unit 3, Sensation and Perception
3d Perception of color

3e Gestalt psychology

3f Depth perception

3g Visual illusions
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CHAPTER 6
CONSCIOUSNESS
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v eronica was sitting in a restaurant with her friend Gina, listening to
Gina’s recounting of a party she went to the night before. For a while,
Veronica was interested in what Gina was saying, but as Gina went on and
on about what a mutual acquaintance of theirs was wearing, Veronica lost
interest, looked down at her watch, and then let her mind begin to drift.
Suddenly, Gina said sharply, ‘Veronica! You haven’t heard a word I’ve
said!’ Indeed, Veronica had not heard what Gina had said, and when she
looked down at her watch, she was stunned to see that ten minutes had
passed.

Sound like a familiar experience? If so, you are in good company. One
survey of a random sample of adults found that more than 80 percent
acknowledged they had had the experience of missing part of a conversation
because their mind ‘wandered’ (Ross, 1997). Similarly, several people
acknowledged not being sure whether they had done something or only
thought about it (73% of the sample), remembering the past so vividly that
they seemed to be reliving it (60%), not being sure if they remembered an event
or it was just a dream (55%), and driving a car and realizing that they didn’t
remember part of the trip (48%).

These experiences might be referred to as .To
most psychologists, an altered state of consciousness exists whenever there is a
change from an ordinary pattern of mental functioning to a state that seems
different to the person experiencing the change. Although this definition is not
very precise, it reflects the fact that states of consciousness are personal and

therefore highly subjective. Altered states of consciousness can vary from
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When we concentrate, we are unaware of background stimuli. This ability to select stimuli

to focus on enables us to avoid information overload.
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the distraction of a vivid daydream to the confusion
and perceptual distortion caused by drug intoxication. In
this chapter, we will look at some altered states of

ASPECTS OF CONSCIOUSNESS

Discussions about the nature of conscious experience and
the functions of consciousness will appear throughout
this book as we consider perception, memory, language,
problem solving, and other topics. At this point, a general
theory of consciousness that provides a framework for
considering these various topics would be helpful. Such
an approach, however, is not feasible because there is no
generally agreed-upon theory. Rather, there are almost as
many theories of consciousness as there are individuals
who have theorized about the topic. This state of affairs
may be discouraging for some readers, particularly those
whose prior exposure to science has been in areas where
the facts are crystal clear and the theories are well
established. Yet what can be more exciting or challenging
than venturing into territory that is still uncharted?
As important discoveries are being made — in neuro-
physiology, evolutionary biology, genetics, and various
fields of psychology — many observers believe that an
explanation of consciousness is tantalizingly close (Crick,
1994). In the absence of a general theory, our discussion
of consciousness can do little more than introduce some
terms and concepts that will provide a perspective on the
topic as it surfaces in later chapters.

What is consciousness? Philosophers such as Rene
Descartes focused on the subjective experience of the
mind (‘I think therefore I am’) in defining consciousness.
The early psychologists defined psychology as ‘the study
of mind and consciousness’. Willhelm Wundt used the
introspective method, along with controlled experiments,
to study consciousness in the nineteenth century in Ger-
many. As noted in Chapter 1, both introspection as a
method for investigation and consciousness as a topic for
investigation fell from favor with the rise of behaviorism
in the early 1900s. John Watson and his followers
believed that if psychology was to become a science, its
data must be objective and measurable. Behavior could
be publicly observed, and various responses could be
objectively measured. In contrast, an individual’s private
experiences might be revealed through introspection but
could not be directly observed by others or objectively
measured. If psychology dealt with overt behavior, it
would be dealing with public events rather than private
events, which are observable only to the person experi-
encing them. Behaviorism did not require as radical a
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consciousness that are experienced by everyone (sleep and
dreams), as well as some that result from special cir-
cumstances (meditation, hypnosis, and the use of drugs).

change as its pronouncements seemed to imply. The
behaviorists themselves dealt with private events when
their research required them to do so. They accepted
verbal responses as a substitute for introspection when
the participant’s own experiences were studied. What
participants said was objective, regardless of the under-
lying subjective condition. Still, many psychologists
continued to believe that when people said they experi-
enced a series of colored afterimages after staring at a
bright light, they probably did see colors in succession.
That is, their words were not the whole story. While
behaviorists could deal with many phenomena in terms
of verbal responses, their preoccupation with observable
behavior caused them to neglect interesting psychological
problems (such as dreaming, meditation, and hypnosis)
because the subjective aspects made those topics irrele-
vant to them.

By the 1960s, psychologists began to recognize that
various aspects of consciousness are too pervasive and
important to be neglected. This does not mean that psy-
chology must again be defined exclusively as the study of
consciousness; it means only that it cannot afford to
neglect consciousness. Confining psychology to the study
of observable behavior is too limiting. If we can theorize
about the nature of consciousness, and that theory leads
to testable predictions about behavior, then such theo-
rizing is a valuable contribution to understanding how the
mind works.

Consciousness

Many textbooks define as the individual’s
current awareness of external and internal stimuli — that is,
of events in the environment and of body sensations,
memories, and thoughts. This definition identifies only one
aspect of consciousness and ignores the fact that we are
also conscious when we try to solve a problem or delib-
erately select one course of action over others in response
to environmental circumstances and personal goals. We
are conscious not only when we monitor our environment
(internal and external) but also when we seek to control
ourselves and our environment. In short, consciousness
involves (1) monitoring ourselves and our environment so
that percepts, memories, and thoughts are represented in
awareness, and (2) controlling ourselves and our environ-
ment so that we are able to initiate and terminate behav-
ioral and cognitive activities (Kihlstrom, 2007).
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Processing information from the environment is the main
function of the body’s sensory systems. It leads to
awareness of what is going on in our surroundings as well
as within our own bodies. However, we could not pos-
sibly attend to all of the stimuli that impinge on our senses
without experiencing information overload. Our con-
sciousness, therefore, focuses on some stimuli and ignores
others. Often the information selected has to do with
changes in our external or internal worlds. While con-
centrating on this paragraph, for example, you are
probably unaware of numerous background stimuli. But
should there be a change — the lights dim, the air begins to
smell smoky, or the noise of the air conditioner ceases —
you would suddenly be aware of such stimuli.

Our attention is selective. Some events take precedence
over others in gaining access to consciousness and in ini-
tiating action. Events that are important to survival usu-
ally have top priority. If we are hungry, it is difficult for us
to concentrate on studying; if we experience a sudden
pain, we push all other thoughts out of consciousness until
we do something to make the pain go away.

Another function of consciousness is to plan, initiate, and
guide our actions. Whether the plan is simple and readily
completed (such as meeting a friend for lunch) or complex
and long-range (such as preparing for a career), our
actions must be guided and arranged to coordinate with
events around us. In planning, events that have not yet
occurred can be represented in consciousness as future
possibilities. We may envision alternative ‘scenarios’,
make choices, and initiate the appropriate activities. Not
all actions are guided by conscious decisions, nor are the
solutions to all problems carried out at a conscious level.
One of the tenets of modern psychology is that mental
events involve both conscious and nonconscious pro-
cesses and that many decisions and actions are conducted
entirely outside of consciousness. The solution to a
problem may occur out of the blue without our being
aware that we have been thinking about it. And once we
have the solution, we may be unable to offer an intro-
spective account of how the solution was reached. Deci-
sion making and problem solving often occur at a
nonconscious level, but this does not mean that all such
behaviors occur without conscious reflection. Con-
sciousness not only monitors ongoing behavior but plays
a role in directing and controlling that behavior as well.

Preconscious memories

We cannot focus on everything that is going on around us
at any given time, nor can we examine our entire store of
knowledge and memories of past events. At any given
moment, we can focus attention on only a few stimuli. We
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ignore, select, and reject all the time, so that the contents of
consciousness are continually changing. Nevertheless,
objects or events that are not the focus of attention can still
have some influence on consciousness. For example, you
may not be aware of hearing a clock strike the hour. But
after a few strokes you become alert, and then you can go
back and count the strokes that you did not know you
heard. Another example of peripheral attention (or non-
conscious monitoring) occurs when you are standing in a
queue (Farthing, 1992). You are talking with a friend as
you wait, ignoring other voices and general noise, when the
sound of your own name in another conversation catches
your attention. Clearly, you would not have detected your
name in the other conversation if you had not, in some
sense, been monitoring that conversation. You were not
consciously aware of the other conversation until a special
signal drew your attention to it. A considerable body of
research indicates that we register and evaluate stimuli that
we do not consciously perceive (Bargh, 2007). These
stimuli are said to influence us subconsciously, or to
operate at a nonconscious level of awareness.

Many memories and thoughts that are not part of your
consciousness at this moment can be brought to con-
sciousness when needed. At this moment, you may not be
conscious of your vacation last summer, but the memories
are accessible if you wish to retrieve them, and then they
become part of your consciousness. The term

is used to refer to memories that are accessible to
consciousness. They include specific memories of personal
events as well as the information accumulated over a
lifetime, such as your knowledge of the meaning of words,
the layout of the streets of a city, or the location of a
particular country. They also include knowledge about
learned skills like the procedures involved in driving a car
or the sequence of steps in tying a shoelace. These pro-
cedures, once mastered, generally operate outside con-
scious awareness, but when our attention is called to them,
we are capable of describing the steps involved.

‘Good morning, beheaded — uhm | mean beloved'.

© THE NEW YORKER COLLECTION 1979. DANA FRADON
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The unconscious

One of the earliest theories of consciousness — and one that
has been subject to considerable criticism over the years — is
the psychoanalytic theory of Sigmund Freud. Freud and his
followers believed that there is a portion of the mind, the
, that contains some memories, impulses, and
desires that are not accessible to consciousness. Freud
believed that some emotionally painful memories and
wishes are repressed — that is, diverted to the unconscious,
where they may continue to influence our actions even
though we are not aware of them. Repressed thoughts and
impulses cannot enter our consciousness, but they can affect
us in indirect or disguised ways — through dreams, irrational
behaviors, mannerisms, and slips of the tongue. The term
is commonly used to refer to unintentional
remarks that are assumed to reveal hidden impulses. Saying,
‘I'm sad you’re better’ when you intended to say, ‘I'm glad
you’re better’ is an example of such a slip.

Freud believed that unconscious desires and impulses are
the cause of most mental illnesses. He developed the method
of psychoanalysis, which attempts to draw the repressed
material back into consciousness and, in so doing, cure the
individual (see Chapter 16). Most psychologists accept the
idea that there are memories and mental processes that are
inaccessible to introspection and accordingly may be
described as unconscious. However, many would argue
that Freud placed undue emphasis on the emotional aspects
of the unconscious and not enough on other aspects. They
would include in the unconscious a large array of mental
processes that we depend on constantly in our everyday
lives but to which we have no conscious access (Bargh,
2007). For example, during perception, the viewer may be
aware of two objects in the environment but have no
awareness of the mental calculations that she performed
almost instantaneously to determine that one is closer or
larger than the other (see Chapter 5). Although we have
conscious access to the outcome of these mental processes —
we are aware of the size and distance of the object — we
have no conscious access to their operations.

A study of the stereotypes people hold about the elderly in
the US (for example, that they are slow and weak) provided
a striking demonstration of how cues from the environment
can influence our behavior without our conscious knowl-
edge. Participants were first given a ‘language test’ in which
they had to decipher a number of scrambled sentences. Some
participants were given sentences that contained words such
as forgetful, Florida, and bingo — words that the researchers
believed would subconsciously evoke or ‘prime’ the elderly
stereotype in their minds. Control participants saw sentences
that did not contain these words. After the language test was
completed, each participant was thanked and allowed to
leave. A research assistant — who did not know whether the
participant was in the experimental group or the control
group - surreptitiously measured how long it took the par-
ticipant to walk down the 40-foot hallway to the exit. The
researchers found that participants who had been primed
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with the elderly stereotype words walked more slowly than
control participants. (The word slow had not appeared in the
sentences.) Interviews with the participants showed that they
had no awareness of this influence on their behavior (Bargh,
Chen, & Burrows, 1996).

Automaticity and dissociation

An important function of consciousness is control of our
actions. However, some activities are practiced so often
that they become habitual or automatic. Learning to drive
a car requires intense concentration at first. We have to
concentrate on coordinating the different actions (shifting
gears, releasing the clutch, accelerating, steering, and so
forth) and can scarcely think about anything else. How-
ever, once the movements become automatic, we can
carry on a conversation or admire the scenery without
being conscious of driving — unless a potential danger
quickly draws our attention to the operation of the car.
This habituation of responses that initially required con-
scious attention is termed .

Skills like driving a car or riding a bike, once they are well
learned, no longer require our attention. They become
automatic and allow a relatively uncluttered consciousness to
focus on other matters. Such automatic processes may have
negative consequences on occasion — for example, when a
driver cannot remember landmarks passed along the way.
The more automatic an action becomes, the less it requires
conscious control. Another example is the skilled pianist
who carries on a conversation with a bystander while per-
forming a familiar piece. The pianist is exercising control
over two activities — playing and talking — but does not
think about the music unless a wrong key is hit, alerting her
attention to it and temporarily disrupting the conversation.
You can undoubtedly think of other examples of well-
learned, automatic activities that require little conscious
control. One way of interpreting this is to say that the
control is still there (we can focus on automatic processes if
we want to) but has been dissociated from consciousness.
The French psychiatrist Pierre Janet (1889) originated the
concept of , in which under certain conditions
some thoughts and actions become split off, or dissociated,
from the rest of consciousness and function outside of
awareness. Dissociation differs from Freud’s concept of
repression because the dissociated memories and thoughts are
accessible to consciousness. Repressed memories, in contrast,
cannot be brought to consciousness. They have to be inferred
from signs or symptoms such as slips of the tongue.

When faced with a stressful situation, we may tem-
porarily put it out of our minds in order to function
effectively; when bored, we may lapse into reverie or
daydreams. These are mild examples of dissociation that
involve dissociating one part of consciousness from
another. More extreme examples of dissociation are
demonstrated by cases of dissociative identity disorder, or
multiple personality, a rare psychological disorder.
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INTERIM SUMMARY

® A person’s perceptions, thoughts, and feelings at any
given moment constitute that person’s consciousness.

® An altered state of consciousness is said to exist when
mental functioning seems changed or out of the ordinary
to the person experiencing the state. Some altered states
of consciousness, such as sleep and dreams, are
experienced by everyone; others result from special
circumstances, such as meditation, hypnosis, or drug use.

® The functions of consciousness are (1) monitoring
ourselves and our environment so that we are aware of
what is happening within our bodies and in our
surroundings and (2) controlling our actions so that they
are coordinated with events in the outside world. Not all
events that influence consciousness are at the center of
our awareness at a given moment. Memories of
personal events and accumulated knowledge, which
are accessible but are not currently part of a person’s
consciousness, are called preconscious memories.
Events that affect behavior, even though we are not
aware of perceiving them, influence us subconsciously.

® According to psychoanalytic theory, some emotionally
painful memories and impulses are not available to
consciousness because they have been repressed — that
is, diverted to the unconscious. Unconscious thoughts
and impulses influence our behavior even though they
reach consciousness only in indirect ways — through
dreams, irrational behavior, and slips of the tongue.

® The notion of automaticity refers to the habituation of
responses that initially required conscious attention,
such as driving a car.

CRITICAL THINKING QUESTIONS

1 Many amateur pianists memorize a piece for a recital by
playing it over and over again until they can play it
automatically, without paying attention to it. Unfortunately,
they still often get stuck or forget parts of it during the
actual recital. In contrast, some professional pianists
deliberately memorize the music away from the piano, so
that their ‘mind, not just their fingers’ knows the piece.
What does this imply about automatic processes and the
controlling function of consciousness?

2 Freud argued that certain desires or thoughts remain in
the unconscious because making them conscious
arouses anxiety in the individual. What might be some
other reasons that certain desires or thoughts might
remain out of conscious awareness to us?
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SLEEP AND DREAMS

We begin our discussion of consciousness with a state that
seems to be its opposite: sleep. But although sleep might
seem to have little in common with wakefulness, there are
similarities between the two states. The phenomenon of
dreaming indicates that we think while we sleep, although
the type of thinking we do in dreams differs in various
ways from the type we do while awake. We form mem-
ories while sleeping, as we know from the fact that we can
remember dreams. Sleep is not entirely quiescent: Some
people walk in their sleep. People who are asleep are not
entirely insensitive to their environment: Parents are
awakened by their baby’s cry. Nor is sleep entirely
planless: Some people can decide to wake at a given time
and do so. In this section we explore several facets of sleep
and dreaming.

Stages of sleep

Some people are readily roused from sleep; others are
hard to wake. Research begun in the 1930s (Loomis,
Harvey, & Hobart, 1937) has produced sensitive tech-
niques for measuring the depth of sleep and determining
when dreams are occurring. This research uses devices
that measure electrical changes on the scalp associated
with spontaneous brain activity during sleep, as well as
eye movements that occur during dreaming. The graphic
recording of the electrical changes, or brain waves, is
called an electroencephalogram, or EEG (see Figures 6.1
and 6.2). The EEG measures the rapidly fluctuating
average electrical potential of thousands of neurons lying
on the surface of the cortex under the electrode. It is a
rather crude measure of cortical activity, but it has proved
very useful in sleep research.

Analysis of the patterns of brain waves suggests that
there are five stages of sleep: four differing depths of sleep
and a fifth stage, known as rapid eye movement (or REM)
sleep. When a person closes his or her eyes and relaxes,
the brain waves characteristically show a regular pattern
of 8 to 12 hertz (cycles per second); these are known as
alpha waves. As the individual drifts into Stage 1 sleep,
the brain waves become less regular and are reduced in
amplitude. Stage 2 is characterized by the appearance of
spindles — short runs of rhythmical responses of 12 to
16 hertz — and an occasional sharp rise and fall in the
amplitude of the whole EEG (referred to as a K-complex).
The still deeper Stages 3 and 4 are characterized by slow
waves (1 to 2 hertz), which are known as delta waves.
Generally, it is hard to wake the sleeper during Stages 3
and 4, although he or she can be aroused by something
personal, such as a familiar name or a child crying. A
more impersonal disturbance, such as a loud sound, may
be ignored.
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Electrodes on the scalp record
the patterns of brain waves.

Electrodes near the person's eyes
record eye movement.

Electrodes on the chin record
tension and electrical activity in the muscles.

A neutral electrode on the ear
completes the circuit through amplifiers.

J
2
9
9

Amplifiers produce graphical
records of the various patterns.

Figure 6.1 Arrangement of Electrodes for Recording the
Electrophysiology of Sleep. This diagram shows the way
electrodes are attached to the person’s head and face in a
typical sleep experiment.

After an adult has been asleep for an hour or so, another
change occurs. The EEG becomes very active (even more
so than when the person is awake), but the person does
not wake up. The electrodes placed near the person’s eyes
detect rapid eye movements so pronounced that one can
even watch the sleeper’s eyes move around beneath the
closed eyelids. This highly active stage is known as
; the other four sleep stages are known as

These various stages of sleep alternate throughout the
night. Sleep begins with the NREM stages and has several
sleep cycles, each containing some REM and some
NREM sleep. Figure 6.3 illustrates a typical night’s sleep
for a young adult. As you can see, the person goes from
wakefulness into a deep sleep (Stage 4) very rapidly. After
about 70 minutes, Stage 3 recurs briefly, immediately
followed by the first REM period of the night. Notice that
the deeper stages (3 and 4) occurred during the first part
of the night, whereas most REM sleep occurred in the last
part. This is the typical pattern: The deeper stages tend to
disappear in the second half of the night as REM becomes
more prominent. There are usually four or five distinct
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REM periods over the course of an eight-hour night, with
an occasional brief awakening as morning arrives.

The pattern of the sleep cycles varies with age. New-
born infants, for instance, spend about half their sleeping
time in REM sleep. This proportion drops to 20 percent
to 25 percent of total sleep time by age 5 and remains
fairly constant until old age, when it drops to 18 percent
or less. Older people tend to experience less Stage 3 and
4 sleep (sometimes these stages disappear) and more fre-
quent and longer nighttime awakenings. A natural kind of
insomnia seems to set in as people grow older (Liu &
Ancoli-Israel, 2006).

During NREM sleep, eye movements are virtually absent,
heart and breathing rates decrease markedly, the muscles
are relaxed, and the brain’s metabolic rate decreases
25 to 30 percent compared with wakefulness. In contrast,
during REM sleep, very rapid eye movements occur in
bursts lasting 10 to 20 seconds, the heart rate increases,
and the brain’s metabolic rate increases somewhat com-
pared with wakefulness. Further, during REM sleep we
are almost completely paralyzed — only the heart, dia-
phragm, eye muscles, and smooth muscles (such as the
muscles of the intestines and blood vessels) are spared. To
summarize, NREM sleep is characterized by a very
relaxed body, whereas REM sleep is characterized by a
brain that appears to be wide awake in a virtually para-
lyzed body.

Physiological evidence indicates that in REM sleep the
brain is largely isolated from its sensory and motor
channels. Stimuli from other parts of the body are
blocked from entering the brain, and there are no motor
outputs. Nevertheless, the brain is still very active, spon-
taneously driven by the discharge of giant neurons that
originate in the brain stem. These neurons extend into
parts of the brain that control eye movements and motor
activities. During REM sleep, the brain registers the fact
that the neurons normally involved in walking and seeing
are activated, even though the body itself is doing neither
of these things (Stoerig, 2007). In addition, during REM
sleep, the areas of the brain involved in the processing of
emotional memories show significant increases in activa-
tion (Maquet, 2000).

About 80 percent of sleepers who are awakened during
REM sleep report having a dream, but when awakened
during NREM sleep they report a dream only about
50 percent of the time (Stoerig, 2007). The dreams
reported when a person is roused from REM sleep tend to
be visually vivid with emotional and illogical features.
They represent the type of experience we typically asso-
ciate with the word dream. The longer the period of REM
sleep before arousal, the longer and more elaborate the
reported dream. In contrast, NREM dreams are neither as
visual nor as emotionally charged as REM dreams, and
they are more directly related to what is happening in the
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Figure 6.2 Electrophysiological Activity During Sleep. This figure represents EEG
recordings during wakefulness and during the various stages of sleep. The Awake Stage
(relaxed with eyes closed) is characterized by alpha waves (8-12 hertz). Stage 1 is basi-
cally a transition from wakefulness to the deeper stages of sleep. Stage 2 is defined by the
presence of sleep spindles (brief bursts of 12—16 hertz waves) and K-complexes (a sharp
rise and fall in the brainwave pattern). Stages 3 and 4 are marked by the presence of delta
waves (1-2 hertz), and the only difference between these two stages is the amount of delta
waves found. Stage 3 is scored when 20% to 50% of the record contains delta waves, and
Stage 4 when the percentage of delta waves is 50% or more.
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Figure 6.3 The Succession of Sleep Stages. This graph provides an example of the
sequence and duration of sleep stages during a typical night. The individual went succes-
sively through Stages 1 to 4 during the first hour of sleep. He then moved back through Stage
3 to REM sleep. Thereafter, he cycled between NREM and REM periods, with two brief
awakenings at about 3% and 6 hours of sleep.

Sleep theory

Why are we awake at certain times
and asleep at others? Two leading
sleep researchers, Dale Edgar and
William Dement (1992), have pro-
posed an

. According to
this model, the brain possesses two
opponent processes that govern the
tendency to fall asleep or remain
awake. They are the homeostatic
sleep drive and the clock-dependent
alerting process.

The is a
physiological process that strives to
obtain the amount of sleep required
for a stable level of daytime alert-
ness. It is active throughout the
night, but it also operates during
the daytime. Throughout the day,
the need to sleep is continuously
building. If we have slept too little
the previous night, the tendency to
fall asleep during the day will be
significant.

The

is the process in the brain that
arouses us at a particular time each
day. It is controlled by the so-called
biological clock, which consists of
two tiny neural structures located in
the center of the brain. This ‘clock’
controls a series of psychological
and physiological changes, includ-
ing rhythms of alertness, that are
termed because
they occur approximately every
24 hours (the term comes from
the Latin words circa, meaning
‘around’, and dies, ‘day’). The bio-
logical clock is affected by exposure
to light: Daylight signals it to stop
the secretion of , a hor-
mone that induces sleep.

The two opponent processes —
homeostatic sleep drive and the
clock-dependent alerting process —
interact to produce our daily cycle
of sleep and wakefulness. Whether
we are asleep or awake at any
given time depends on the relative
strength of the two processes.

person’s waking life. As indicated by the types of dreams During the day, the clock-dependent alerting process
we report and the frequency of reporting a dream, mental usually overcomes the drive for sleep, but during the
activity is different in REM and NREM periods. evening our alertness decreases as the urge to sleep
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Sleep deprivation is a common cause of underperformance
among students.

becomes stronger. Late in the evening, the biological
clock becomes inactive and we fall asleep.

Sleep disorders

About 90 percent of adults sleep six to nine hours per
night, with the largest number sleeping seven-and-a-half
to eight hours. Although some people sleep only six to
seven hours, most of these people have measurable signs
of sleepiness during the daytime, even if they do not
realize it. It appears that most adults require eight to nine
hours of sleep to be free from daytime sleepiness. A

exists when inability to sleep well produces
impaired daytime functioning or excessive sleepiness. In
this section we look at some common types of sleep
disorders.

Whether they are aware of it or not, most people occa-
sionally or chronically deprive themselves of adequate
sleep. Consider a few examples:

Thirty percent of high school and college students fall
asleep in class at least once a week.

Thirty-one percent of all drivers have fallen asleep at
the wheel at least once.

Fatigue is the primary factor that detrimentally affects
the ability of pilots.

The nuclear accidents at Chernobyl and Three Mile
Island occurred in the early morning hours, when
night-shift workers were fatigued and missed, or were
confused by, warning signals on their control panels
(National Sleep Foundation in America Poll, 2006;
Maas, 1998; Wolfson & Armitage, 2008).

Gallup surveys have found that 56 percent of the adult
U.S. population reports daytime drowsiness as a problem.
According to a leading sleep researcher, many of these
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individuals are ‘waking zombies’ carrying years of accu-
mulated ‘sleep debt’. He points out that ‘a one-hour sleep
loss every night for an entire week is equivalent to having
pulled one all-nighter’ (Maas, 1998, p. 53). A common
sign of sleep deprivation is inability to get through the day
without a temporary loss in energy and alertness, usually
occurring in mid-afternoon. Many people attribute this
state to a heavy meal, a low dose of alcohol, or envi-
ronmental conditions such as sitting in a warm room and
listening to a dull lecture. But these factors do not cause
sleepiness — they merely reveal the presence of sleep debt.
With adequate sleep, a normal person is alert throughout
the day, even when engaged in unstimulating, sedentary
activities.

Sleep researchers have demonstrated that alertness
significantly increases when people who normally get
eight hours of sleep get an additional two hours of sleep.
Although most people can operate satisfactorily on eight
hours of sleep, they are not at their best. Moreover, they
lack a safety margin to make up for the times when they
get less than that amount of sleep. The loss of as little as
an hour of sleep increases the likelihood of inattentive-
ness, mistakes, illness, and accidents (Wolfson & Armitage,
2008).

Even if you cannot arrange to get ten hours of sleep a
night, you can avoid excessive sleep debt by getting eight
or nine hours of restful sleep. Table 6.1 suggests techni-
ques that can be used to ensure a good night’s sleep.

The term refers to complaints about a symptom,
namely, dissatisfaction with the amount or quality of
one’s sleep. Whether or not a person has insomnia is a
largely subjective matter. Many people who complain of
insomnia are found to have perfectly normal sleep when
they are studied in a sleep laboratory, whereas others who
do not complain of insomnia have detectable sleep dis-
turbances (Carney, Berry, & Geyer, 2004). This does not
mean that insomnia is not a real condition, only that
subjective reports of sleeplessness do not always correlate
well with more objective measures.

A perplexing feature of insomnia is that people seem to
overestimate the amount of sleep lost. One study that
monitored the sleep of people who identified themselves as
insomniacs found that only about half were actually awake
as much as 30 minutes during the night (Carskadon,
Mitler, & Dement, 1974). The problem may be that some
people remember only time spent awake and think they
have not slept because they have no memory of doing so.

Two relatively rare but severe sleep disorders are narco-
lepsy and apnea. A person with has recurring,
irresistible attacks of drowsiness and may fall asleep at
any time — while writing a letter, driving a car, or carrying
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Advice for a good night’s sleep

There is considerable agreement among researchers and clinicians on how to avoid sleep problems. These recommendations are
summarized in the table; some are based on actual research, and others are simply the best judgments of experts in the field.

Regular sleep schedule Establish a regular schedule of going to bed and getting up. Set your alarm for a specific time every
morning and get up at that time no matter how little you may have slept. Be consistent about naps. Take a nap every afternoon or not at
all; when you take a nap only occasionally, you probably will not sleep well that night. Waking up late on weekends can also disrupt
your sleep cycle.

Alcohol and caffeine Having a stiff drink of alcohol before going to bed may put you to sleep, but it disturbs the sleep cycle and can
cause you to wake up early the next day. In addition, stay away from caffeinated drinks like coffee or cola for several hours before bedtime.
Caffeine works as a stimulant even on those people who claim they are not affected by it, and the body needs four to five hours to halve
the amount of caffeine in the bloodstream at any one time. If you must drink something before bedtime, try milk; there is evidence to
support the folklore that a glass of warm milk at bedtime induces sleep.

Eating before bedtime Don’t eat heavily before going to bed, since your digestive system will have to do several hours of work. If you
must eat something before bedtime, have a light snack.

Exercise Regular exercise will help you sleep better, but don’t engage in a strenuous workout just before going to bed.

Sleeping pills Be careful about using sleeping pills. All of the various kinds tend to disrupt the sleep cycle, and long-term use inevitably
leads to insomnia. Even on nights before exams, avoid using a sleeping pill. One bad night of sleep tends not to affect performance the
next day, but hangover from a sleeping pill may.

Relax Avoid stressful thoughts before bedtime and engage in soothing activities that help you relax. Try to follow the same routine every
night before going to bed; it might involve taking a warm bath or listening to soft music for a few minutes. Find a room temperature at
which you are comfortable and maintain it throughout the night.

When all fails If you are in bed and have trouble falling asleep, don’t get up. Stay in bed and try to relax. But if that fails and you become
tense, then get up for a brief time and do something restful that reduces anxiety. Doing push-ups or some other form of exercise to wear
yourself out is not a good idea.

on a conversation. If a student falls asleep while a professor specific gene or combination of genes makes an individual
is lecturing, that may be perfectly normal, but a professor susceptible to the disorder (Carney et al., 2004).

who falls asleep while lecturing may be suffering from

narcolepsy. Such episodes can occur several
times a day in severe cases and last from a few
seconds to 30 minutes. Narcoleptics have
difficulty keeping jobs because of their day-
time sleepiness and are potentially dangerous
if they are driving a car or operating
machinery when an attack occurs. Approxi-
mately one in a thousand individuals suffers
from debilitating narcolepsy, and the inci-
dence of milder, unrecognized cases may be
much higher.

Essentially, narcolepsy is the intrusion of
REM episodes into daytime hours. During
attacks, victims go quickly into a REM state,
so rapidly, in fact, that they may lose muscle
control and collapse before they can lie
down. Moreover, many report experiencing
hallucinations during an attack as reality is Inan experiment by noted s/eep researcher William Dement, a narco/ept/c dOg
replaced by vivid REM dreams. Narcolepsy suddenly falls asleep. About 1 in 1,000 humans suffers from this debilitating sleep
runs in families, and there is evidence that a  disorder.
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In , the individual stops breathing while asleep.
There are two reasons for apnea attacks. One reason is
that the brain fails to send a ‘breathe’ signal to the dia-
phragm and other breathing muscles, thus causing
breathing to stop. The other reason is that muscles at the
top of the throat become too relaxed, allowing the wind-
pipe to partially close and thereby forcing the breathing
muscles to pull harder on incoming air, which causes the
airway to completely collapse. During an apnea episode,
the oxygen level of the blood drops dramatically, leading
to the secretion of emergency hormones. This reaction
causes the sleeper to awaken in order to begin breathing
again.

Most people have a few apnea episodes each night, but
people with severe sleep problems may have several
hundred episodes per night. With each one, they wake up
to resume breathing, but these arousals are so brief that
the person generally is unaware of them. The result is that
people who suffer from apnea can spend 12 or more
hours in bed each night and still be so sleepy the next day
that they cannot function and may even fall asleep in the
middle of a conversation (Vandeputte & de Weerd,
2003). Sleep apnea is common among older men. Sleeping
pills, which make arousal more difficult, lengthen periods
of apnea (during which the brain is deprived of oxygen)
and may prove fatal.

Dreams

is an altered state of consciousness in which
picture stories are constructed based on memories and
current concerns, emotions, fantasies and images. Inves-
tigators do not yet understand why people dream at all,
much less why they dream what they do. However,
modern methods of study have answered a great many
questions about dreaming. Some of them are explored
here.

Although many people do not recall their dreams in the
morning, evidence from studies of REM sleep suggests
that nonrecallers often do as much dreaming as recallers.
If you take people who swear that they have never
dreamed, put them in a dream research laboratory, and
wake them from REM sleep, they may recall dreams at
rates comparable to those of other people. If someone
says, ‘I never dream’, what they may mean is ‘I can’t recall
my dreams’.

Some evidence does suggest, however, that preschool
children do not dream and that young children dream
much less often than adults (Foulkes, 1999). In addition,
adults with certain types of brain damage also do not
appear to dream (Solms, 1997). Some people may indeed
not dream.

Researchers have proposed several hypotheses to
account for differences in dream recall among people who
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clearly do dream. One possibility is that nonrecallers
simply have more difficulty than recallers in remembering
their dreams. Another hypothesis suggests that some
people wake up relatively easily in the midst of REM sleep
and therefore recall more dreams than those who sleep
more soundly. The most generally accepted model of
dream recall supports the idea that what happens on
awakening is the crucial factor. According to this
hypothesis, unless a distraction-free waking period occurs
shortly after dreaming, the memory of the dream is not
consolidated — that is, the dream cannot be stored in
memory (Cohen & Wolfe, 1973).

Other researchers argue that a person’s motivation to
recall dreams and interest in dreams is a good predictor of
ability to recall dreams (see Schredl, 2007). If upon
awakening we make an effort to remember what we were
dreaming at the time, some of the dream content will be
recalled at a later time. Otherwise, the dream will fade
quickly. We may know that we have had a dream but will
be unable to remember its content. If you are interested in
remembering your dreams, keep a notebook and pencil
beside your bed. Tell yourself that you want to wake up
when you have a dream. When you do, immediately try to
recall the details and write them down. As your dream
recall improves, look for patterns. Underline anything
that strikes you as odd and tell yourself that the next time
something similar happens, you are going to recognize it
as a sign that you are dreaming. (Of course, you will lose
some sleep if you follow this regimen!)

Some dreams seem almost instantaneous. The alarm clock
rings, and we awaken to complex memories of a fire
breaking out and fire engines arriving with their sirens
blasting. Because the alarm is still ringing, we assume that
the sound must have produced the dream. Research

We all like to have good dreams, but it is generally very difficult to
control the content of our dreams.
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suggests, however, that a ringing alarm clock or other
sound merely reinstates a complete scene from earlier
memories or dreams. This experience has its parallel
during wakefulness, when a single cue may tap a rich
memory. The length of a typical dream can be inferred
from a REM study in which participants were awakened
and asked to act out what they had been dreaming
(Dement & Wolpert, 1958). The time it took them to
pantomime the dream was almost the same as the length
of the REM sleep period, suggesting that the incidents in
dreams commonly last about as long as they would in real

life.

The answer to this question is ‘sometimes yes’. People
can be taught to recognize that they are dreaming, yet
their awareness does not interfere with the spontaneous
flow of the dream. For example, people have been trained
to press a switch when they notice that they are dreaming
(Salamy, 1970).

Some people have , in which events seem
so normal (lacking the bizarre and illogical character of
most dreams) that the dreamers feel as if they are awake
and conscious. Lucid dreamers report doing various
‘experiments’ within their dreams to determine whether
they are awake or dreaming. They also report an occa-
sional ‘false awakening’ within a dream. For example,
one lucid dreamer discovered that he was dreaming and
decided to call a taxicab as an indication of his control
over events. When he reached into his pocket to see if he
had some change to pay the driver, he thought that he
woke up. He then found the coins scattered about the
bed. At this point he really awoke and found himself lying
in a different position and, of course, without any coins
(Brown, 1936). Note, however, that relatively few people
achieve lucidity with any regularity (LaBerge, 2007).

Psychologists have demonstrated that some control of
dream content is possible by changing people’s environ-
ment or making suggestions to people in the presleep
period and then analyzing the content of their dreams. In
one study, researchers tested the effect of wearing red
goggles for several hours before going to sleep. Although
the researchers made no actual suggestion and the par-
ticipants did not understand the purpose of the experi-
ment, many participants reported that their visual dream
worlds were tinted red (Roffwarg, Herman, Bower-
Anders, & Tauber, 1978). In a study of the effect of an
overt predream suggestion, participants were asked to try
to dream about a personality characteristic that they
wished they had. Most of the participants had at least one
dream in which the intended trait could be recognized
(Cartwright, 1974). Despite these findings, most studies
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find little evidence that dream content can actually be
controlled (Domhoff, 1985).

Dreams with disturbing content are usually referred to
as nightmares. Occasional nightmares are fairly common,
with about 85 percent of people reporting they had a
nightmare in the last year (Levin & Nielsen, 2007).
Between 8 and 25 percent of people have nightmares
monthly, a figure that is very similar across cultures.
Weekly nightmares are reported by 2 to 6 percent of
people across cultures, and can constitute a mental health
problem (Levin & Nielsen, 2007).

Theories of dreaming

One of the earliest theories of the function of dreams was
suggested by Sigmund Freud. In The Interpretation of
Dreams (1900), Freud proposed that dreams provide a
‘royal road to a knowledge of the unconscious activities
of the mind’. He believed that dreams are a disguised
attempt at wish fulfillment. By this he meant that the
dream touches on wishes, needs, or ideas that the indi-
vidual finds unacceptable and have been repressed to the
unconscious (for example, sexual longings for the parent
of the opposite sex). These wishes and ideas are the latent
content of the dream. Freud used the metaphor of a
censor to explain the conversion of latent content into
manifest content (the characters and events that make up
the actual narrative of the dream). In effect, Freud said,
the censor protects the sleeper, enabling him or her to
express repressed impulses symbolically while avoiding
the guilt or anxiety that would occur if they were to
appear consciously in undisguised form.

According to Freud, the transformation of latent con-
tent into manifest content is done by ‘dream work’, whose
function is to code and disguise material in the uncon-
scious in such a way that it can reach consciousness.
However, sometimes dream work fails, and the resulting
anxiety awakens the dreamer. The dream essentially
expresses the fulfillment of wishes or needs that are too
painful or guilt-inducing to be acknowledged consciously
(Freud, 1933).

Subsequent research challenged several aspects of
Freud’s theory. After surveying dozens of studies of
dreaming, Fisher and Greenberg (1977, 1996) concluded
there is good evidence that the content of dreams has
psychological meaning, but there is none that supports
Freud’s distinction between manifest and latent content.
Although most psychologists would agree with Freud’s
general conclusion that dreams focus on emotional con-
cerns, they question the concept of ‘dream work’ and the
idea that dreams represent wish fulfillment.

Since Freud’s time, a variety of theories have been
advanced to explain the role of sleep and dreams. Evans
(1984), for example, views sleep, particularly REM sleep,
as a period when the brain disengages from the external
world and uses this ‘off-line’ time to sift through the
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information that was input during the day and to incor-
porate it into memory (see also Crick & Mitchinson,
1983). We are not consciously aware of the processing
that occurs during REM sleep. During dreaming, how-
ever, the brain comes back online for a brief time, and the
conscious mind observes a small sample of the modifi-
cation and reorganization of information that is taking
place. The brain attempts to interpret this information the
same way it would interpret stimuli coming from the
outside world, giving rise to the kinds of pseudo-events
that characterize dreams. According to Evans, dreams are
nothing more than a small subset of the vast amount of
information that is being scanned and sorted during REM
sleep, a momentary glimpse by the conscious mind that
we remember if we awaken. Evans believes that dreams
can be useful in making inferences about the processing
that occurs during REM sleep but that they represent an
extremely small sample on which to base such inferences.

Other researchers take different approaches. Hobson
(1997), for example, notes that dreaming is characterized
by formal visual imagery (akin to hallucination), incon-
stancy of time, place, and person (akin to disorientation),
and inability to recall (akin to amnesia). Dreaming thus
resembles delirium. It has also been suggested that dreams
may have a problem-solving function (Cartwright, 1978,
1992, 1996), but this theory has been challenged on
methodological grounds (Antrobus, 1993; Foulkes,
1993).

Analysis of dreams shows that their emotional content
varies widely and includes nightmares and terrors, social
dreams with significant others that arouse happiness,
dreams of loss of a loved one that engender intense sad-
ness, and bizarre dreams that arouse confusion and
strangeness (Businck & Kuiken, 1993; Kuiken & Sikora,
1996). Dream content may reflect personal conflicts, but
dreams do not necessarily function to resolve those con-
flicts (Levin & Nielsen, 2007). Dreams often contain
elements related to events of the previous day, but not full
memories of episodes in the day (Nielsen & Stenstrom,
2005). Rather, fragments of events during the day may be
included, such as a stranger in the dream who looks like
the dreamer’s mother. In addition, there are more nega-
tive than positive emotions in dreams. Overall, dreams
cannot be viewed as simple extensions of the previous
day’s activities.

Analyses of dreams have also found significant age, gen-
der, and cross-cultural similarities and differences in their
content, leading some theorists to propose that dreaming is a
cognitive process (Antrobus, 1991; Domhoff, 1996; Foulkes,
1985). An early researcher in this field pointed out that
dreams seem to express conceptions and concerns (Hall,
1947, 1953). However, dreaming differs from waking
thought in that it lacks intentionality and reflectiveness
(Blagrove, 1992, 1996; Foulkes, 1985), and these theorists
think that dreaming is unlikely to have a problem-solving
function. Instead, it is a cognitive activity, as evidenced by
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the continuity between dream content and waking thoughts
and behavior. As Domhoff notes, ‘The concerns people
express in their dreams are the concerns they have in waking
life. What they dream about is also what they think about or
do when they are awake’ (1996, p. 8). Parents dream of their
children, aggressive dream content is more common among
people under age 30 than in older people, and women are
more often victims of aggression. These patterns support
what Dombhoff and others refer to as the ‘continuity theory’
of dreaming, in which dreaming is an imaginative process
that reflects the individual’s conceptions, concerns, and
emotional preoccupations.

INTERIM SUMMARY

® Sleep, an altered state of consciousness, is of interest
because of the rhythms evident in sleep schedules and
in the depth of sleep. These rhythms are studied with
the aid of the electroencephalogram (EEG).

® Patterns of brain waves show four stages (depths) of
sleep, plus a fifth stage characterized by rapid eye
movements (REMs). These stages alternate throughout
the night. Dreams occur more often during REM sleep
than during the other four stages (NREM sleep).

® The opponent-process model of sleep proposes that
two opposing processes — the homeostatic sleep drive
and the clock-dependent alerting process — interact to
determine our tendency to fall asleep or remain awake.
Whether we are asleep or awake at any given time
depends on the relative forces exerted by the two
processes.

® There are a variety of sleep disorders, including sleep
deprivation, insomnia, narcolepsy, and apnea.

® Freud attributed psychological causes to dreams,
distinguished between their manifest and latent content,
and suggested that dreams are wishes in disguise.

® Other theories see dreaming as a reflection of the
information processing that the brain is doing while
asleep.

® Recently some theorists have concluded that dreaming

is a cognitive process that reflects the individual’s
conceptions, concerns, and emotional preoccupations.

CRITICAL THINKING QUESTIONS

1 How might dream theories explain instances when
people appear to have dreamed of an event they were
not expecting before it actually happens?

2 What personality characteristics do you think might be
related to the tendency to remember your dreams?
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MEDITATION

refers to achieving an altered state of con-
sciousness by performing certain rituals and exercises,
such as controlling and regulating breathing, sharply
restricting one’s field of attention, eliminating external
stimuli, assuming yogic body positions, and forming
mental images of an event or symbol. The result is a
pleasant, mildly altered subjective state in which the
individual feels mentally and physically relaxed. After
extensive practice, some individuals may have mystical
experiences in which they lose self-awareness and gain a
sense of being involved in a wider consciousness, however
defined. The belief that such meditative techniques may
cause a change in consciousness goes back to ancient
times and is represented in every major world religion.
Buddhists, Hindus, Sufi Muslims, Jews, and Christians all

The rituals of meditation include regulating breathing, restricting
one’s field of attention, eliminating external stimuli, and forming
mental images of an event or symbol. Traditional forms of
meditation follow the practices of yoga.
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have literature describing rituals that induce meditative
states.

Traditional forms of meditation follow the practices of
yoga, a system of thought based on the Hindu religion, or
Zen, which is derived from Chinese and Japanese Bud-
dhism. Two common meditation techniques are opening-
up meditation, in which the person clears his or her mind
in order to receive new experiences, and concentrative
meditation, in which the benefits are obtained by actively
attending to some object, word, or idea. The following is
a typical description of opening-up meditation:

This approach begins with the resolve to do nothing, to
think nothing, to make no effort of one’s own, to relax
completely and let go of one’s mind and body ...
stepping out of the stream of ever-changing ideas and
feelings which your mind is in, watch the onrush of the
stream. Refuse to be submerged in the current.
Changing the metaphor ... watch your ideas, feelings,
and wishes fly across the firmament like a flock of
birds. Let them fly freely. Just keep a watch. Don’t let
the birds carry you off into the clouds.

(Chauduri, 1965, pp. 30-31)

Here is a corresponding statement for concentrative
meditation:

The purpose of these sessions is to learn about con-
centration. Your aim is to concentrate on the blue vase.
By concentration I do not mean analyzing the different
parts of the vase, but rather, trying to see the vase as
it exists in itself, without any connections to other
things. Exclude all other thoughts or feelings or sounds
or body sensations.

(Deikman, 1963, p. 330)

After a few sessions of concentrative meditation, people
typically report a number of effects: an altered, more
intense perception of the vase; some time shortening,
particularly in retrospect; conflicting perceptions, as if
the vase fills the visual field and does not fill it;
decreasing effectiveness of external stimuli (less distrac-
tion and eventually less conscious registration); and an
impression of the meditative state as pleasant and
rewarding.

In one experimental study of individuals who under-
went an eight-week training in meditation practices,
experimenters found that trainees (compared to a wait-
list control group) reported reductions in anxiety and
other negative affect, increases in activity in areas of the
brain associated with positive affect, and enhanced
immune system functioning (Davidson et al., 2003).
Meditation training is increasingly being incorporated
into interventions for people with stress-related dis-
orders (see Chapter 14). Some researchers argue that the
benefits of meditation come largely from relaxation of
the body (Holmes, 1984). Indeed, one study in which
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Pictures of Consciousness?

As neuroimaging techniques have become more sophisti-
cated, researchers have been intrigued at the possibility that
these techniques could shed light on the nature of con-
sciousness, and what brain structures control various aspects
of consciousness. Thus, magnetic resonance imagery, elec-
troencephalograms, and positron emission tomography are
all being used to image the brain of people in various forms of
consciousness, including people sleeping, people in a coma,
and people who have recently learned how to meditate.
One group of researchers, however, is interested in the
differences in brain structure and functioning between
everyday people and those who are expert at achieving
altered state of consciousness. Specifically, these researchers
have been using neuroimaging techniques to understand the
effects of long-time practice of meditation on brain functioning
(see Lutz, Dunne, & Davidson, 2007). The participants in
these studies have been experienced Buddhist meditators
(with over 10,000 hour of cumulative meditation practice) and
newly trained novice meditators. In one study (Brefczynski-
Lewis, Lutz, & Davidson, 2004), participants performed a
focused attention meditation in which the mind is focused
singularly and unwaveringly on an individual object (a white
dot on the screen). Magnetic resonance imagery showed that
both the experts and the novices showed increased activation
in areas of the brain associated with attention during the
meditation phase of the study, as compared to a rest phase.
However, the experts showed even greater activity in these
attention areas than the experts while meditating. In contrast,

EEG readings were recorded for people practicing tran-
scendental meditation found that most of the partic-
ipants spent considerable portions of their meditation
periods in physiological sleep (Younger, Adriance, &
Berger, 1975). Other researchers suggest that the psy-
chological benefits of meditation may be due to learning
to put aside repetitive and troubling thoughts (Teasdale
et al., 2000).

INTERIM SUMMARY

® Meditation represents an effort to alter consciousness
by following planned rituals or exercises such as those
of yoga or Zen.

the novices showed greater activity than the experts in areas
of the brain associated with detecting errors, possibly
because they were having more difficulty maintaining their
concentration and thus diverting their attention away from the
white dot more often.

In another study, these researchers had Buddhist practi-
tioners and novices engage in a form of meditation in which
they were to generate an unconditional feeling of lovingkind-
ness and compassion. Neuroimaging showed that while in this
state, both the experts and novices showed increased activity
in areas of the brain associated with positive emotions and the
planning of movements, but the experts showed greater
activity in these areas than the novices. The researchers
interpreted these data as suggesting that a conscious state of
lovingkindness toward others involves both emotional proc-
essing and an inclination to act on these feelings.

These studies raise intriguing questions about how prac-
ticing certain states of consciousness, as in mediation, can
actually change the functioning of the brain. They also raise
hope that training certain mental activities may help to generate
new or altered activity in the brain, which could prove thera-
peutic for individuals with brain damage or deficiencies. Do
these studies tell us anything, however, about the nature of
consciousness? One impediment to understanding con-
sciousness is the fact that we still must rely on individuals’ self-
report to determine what is, or is not, going through their mind.
Thus, although sophisticated neuroimaging techniques can
give us pictures of the activity associated with consciousness,
they can’t give us a direct lens on consciousness itself.

CRITICAL THINKING QUESTIONS

1 People who make a daily practice of meditating often
say they are calmer and better able to respond to stress
throughout the day as a result of meditating. If this is
true, what might account for these effects?

2 There is some evidence that meditation can improve
physical health. What might be the mechanisms for
these effects, if true?

HYPNOSIS

Of all the altered states of consciousness discussed in this

® The result is a somewhat mystical state in which the chapter, none has raised more questions than .
individual is extremely relaxed and feels divorced from Once associated with the occult, hypnosis has become the
the outside world. subject of rigorous scientific investigation (see Kihlstrom,

2007). As in all fields of psychological investigation,
uncertainties remain, but by now many facts have been
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established. In this section we explore what is known 15 g
about this controversial phenomenon. g
O}
Induction of hypnosis 10 g
©

In hypnosis, a willing and cooperative individual (the only
kind that can be hypnotized under most circumstances)
relinquishes some control over his or her behavior to the
hypnotist and accepts some distortion of reality. The
hypnotist uses a variety of methods to induce this condi-
tion. For example, the person may be asked to concentrate
on a small target (such as a thumbtack on the wall) while
gradually becoming relaxed. The hypnotist may suggest
that the person is becoming sleepy because, like sleep,
hypnosis is a relaxed state in which a person is out of touch
with ordinary environmental demands. But sleep is only a
metaphor. The person is told that he or she will not really

go to sleep but will continue to listen to the hypnotist.

The same state can be induced by methods other than
relaxation. A hyperalert hypnotic trance is characterized
by increased tension and alertness. For example, in one
study, participants riding a stationary bicycle while
receiving suggestions of strength and alertness were as
responsive to hypnotic suggestions as relaxed participants
(Banyai & Hilgard, 1976). This result denies the common
equation of hypnosis with relaxation, but it is consistent
with the trance-induction methods used by the whirling

dervishes of some Muslim religious orders.

Modern hypnotists do not use authoritarian com-
mands. The person enters the hypnotic state when the
conditions are right; the hypnotist merely helps set the
conditions. The following changes are characteristic of

the hypnotized state:

Planfulness ceases. A deeply hypnotized individual

does not like to initiate activity and would rather wait

for the hypnotist to suggest something to do.

Attention becomes more selective than usual. A person
who is told to listen only to the hypnotist’s voice will

ignore any other voices in the room.

Enriched fantasy is readily evoked. People may find
themselves enjoying experiences at places that are
distant in time and space.

Reality testing is reduced and reality distortion
accepted. A person may uncritically accept

hallucinated experiences (for example, conversing with
an imagined person who is believed to be sitting in a
nearby chair) and will not check to determine whether

that person is real.

Suggestibility is increased. An individual must accept

suggestions in order to be hypnotized at all, but

whether suggestibility is increased under hypnosis is a

matter of some dispute. Careful studies have found
some increase in suggestibility following hypnotic
induction, though less than is commonly supposed
(Ruch, Morgan, & Hilgard, 1973).
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Figure 6.4 Individual Differences in Hypnotizability. Partic-
ipants were hypnotized, then given 12 different hypnotic sug-
gestions. Their response to each suggestion was scored as
present or absent, and the present responses were totaled for
each participant to yield a score ranging from O (no responses) to
12 (responded to all). Most individuals fell in the middle ranges.

Posthypnotic amnesia is often present. When instructed
to do so, an individual who is highly responsive to
hypnotism will forget all or most of what took place
during the hypnotic session. When a prearranged
release signal is given, the memories are restored.

Not all individuals are equally responsive to hypnosis, as
Figure 6.4 indicates. Roughly 5 to 10 percent of the
population cannot be hypnotized even by a skilled hyp-
notist, and the remainder show varying degrees of sus-
ceptibility. However, a person who is hypnotized on one
occasion probably will be equally susceptible on another
occasion (Kihlstrom, 2007).

Hypnotic suggestions

Suggestions given to a hypnotized individual can result in
a variety of behaviors and experiences. The person’s
motor control may be affected, new memories may be lost
or old ones re-experienced, and current perceptions may
be radically altered.

Many hypnotized individuals respond to direct suggestion
with involuntary movement. For example, if a person
stands with arms outstretched and hands facing each
other and the hypnotist suggests that the person’s hands
are attracted to each other, the hands will soon begin to
move together, and the person will feel propelled by some
external force. Direct suggestion can also inhibit move-
ment. If a suggestible individual is told that an arm is stiff
(like a bar of iron or an arm in a splint) and then is asked
to bend the arm, it will not bend, or more effort than
usual will be needed to make it bend. This response is less
common than suggested movement.
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A occurs when people who have
been roused from hypnosis respond with movement to a
prearranged signal by the hypnotist. Even if the sugges-
tion has been forgotten, they will feel a compulsion to
carry out the behavior. They may try to justify such
behavior as rational, even though the urge to perform it is
impulsive. For example, a young man searching for a
rational explanation of why he opened a window when
the hypnotist took off her glasses (the prearranged signal)
remarked that the room felt a little stuffy.

At the suggestion of the hypnotist, events occurring
during hypnosis may be ‘forgotten’ until a signal from
the hypnotist enables the individual to recall them. This
is called . People differ widely in
their susceptibility to posthypnotic amnesia, as Figure
6.5 shows. The items to be recalled in this study were ten
actions that the participants performed while hyp-
notized. A few participants forgot none or only one or
two items; most participants forgot four or five items.
However, a sizable number of participants forgot all ten
items. Many studies of posthypnotic amnesia have
shown similar results. The group of participants with the
higher recall is larger and presumably represents the
average hypnotic responders; the participants who for-
got all ten items have been described as ‘hypnotic
Virtuosos’.
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Figure 6.5 The Distribution of Posthypnotic Amnesia. /ndi-
viduals performed 10 actions while hypnotized and were then
given posthypnotic amnesia instructions. When asked what
occurred during hypnosis, these individuals varied in the number
of actions they failed to recall: The level of forgetting for a given
individual ranged from 0 to 10 items. The experiment involved 491
people, and the graph plots the number of people at each level of
forgetting. The plot shows a bimodal distribution for posthypnotic
amnesia, with peaks at 4 and 10 items forgotten.
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Differences in recall between the two groups do not
appear to be related to differences in memory capacity:
Once the amnesia is canceled at a prearranged signal from
the hypnotist, highly amnesic participants remember as
many items as those who are less amnesic. Some
researchers have suggested that hypnosis temporarily
interferes with the person’s ability to retrieve a particular
item from memory but does not affect actual memory
storage (Kihlstrom, 2007).

Some hypnotic experiences require a higher level of
hypnotic talent than others. The vivid and convincing
perceptual distortions of hallucinations, for instance, are
relatively rare in hypnotized individuals. Two types of
suggested hallucinations have been documented:
, in which the person sees an object or hears

a voice that is not actually present; and

, in which the person does not perceive something
that normally would be perceived. Many hallucinations
have both positive and negative components. For exam-
ple, in order to not see a person sitting in a chair
(a negative hallucination), an individual must see the
parts of the chair that would ordinarily be blocked from
view (a positive hallucination).

Hallucinations can also occur as a result of posthyp-
notic suggestion. For example, individuals may be told
that upon being aroused from the hypnotic state they will
find themselves holding a rabbit that wants to be petted
and that the rabbit will ask, “What time is it?’ Seeing and
petting the rabbit will seem natural to most people. But
when they find themselves giving the correct time of day,
they are surprised and try to provide an explanation for
the behavior: ‘Did I hear someone ask the time? It’s
funny, it seemed to be the rabbit asking, but rabbits can’t
talk?

Negative hallucinations can be used to control pain. In
many cases, hypnosis eliminates pain even though the
source of the pain — a severe burn or a bone fracture, for
example — continues. The failure to perceive something
(pain) that would normally be perceived qualifies this
response as a negative hallucination. The pain reduction
need not be complete for hypnosis to be useful in giving
relief. Reducing pain by 20 percent can make the patient’s
life tolerable. Experimental studies have shown that the
amount of pain reduction is closely related to the degree
of measured hypnotizability (Crasilneck & Hall, 1985;
Hilgard & Hilgard, 1975).

The hidden observer

The concept of a originated with Hilgard’s
(1986) observation that in many hypnotized individuals, a
part of the mind that is not within awareness seems to be
watching the person’s experience as a whole. This finding
has been described as follows:
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Previously when her hand was in the icewater, the woman felt no
pain following suggestions of hypnotic anesthesia. By placing a
hand on her shoulder, however, Dr. Hilgard tapped a ‘hidden
observer’ that reported the pain that the subject had felt at some
level.

The circumstances of Hilgard’s discovery of a doubled
train of thought in hypnosis were suitably dramatic.
He was giving a classroom demonstration of hypnosis
using an experienced subject who, as it happened, was
blind. Hilgard induced deafness, telling him that he
would be able to hear when a hand was put on his
shoulder. Cut off from what was going on around him,
he became bored and began to think of other things.
Hilgard showed the class how unresponsive he was to
noise or speech, but then the question arose as to
whether he was as unresponsive as he seemed. In a
quiet voice, Hilgard asked the subject whether, though
he was hypnotically deaf, there might be ‘some part of
him’ that could hear; if so, would he raise a forefinger?
To the surprise of everyone — including the hypnotized
subject — the finger rose.

At this, the subject wanted to know what was going
on. Hilgard put a hand on his shoulder so he could
hear, promised to explain later, but in the meantime
asked the subject what he remembered. What he
remembered was that everything had become still, that
he was bored and had begun thinking about a problem
in statistics. Then he felt his forefinger rise, and he
wanted to know why.
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Hilgard then asked for a report from ‘that part of
you that listened to me before and made your finger
rise’, while instructing the hypnotized subject that he
would not be able to hear what he himself said. It
turned out that this second part of the subject’s
awareness had heard all that went on and was able to
report it. Hilgard found a suitable metaphor to
describe this detached witness — the hidden observer.

(Hebb, 1982, p. 53)

Thus, the hidden observer metaphor refers to a mental
structure that monitors everything that happens, includ-
ing events that the hypnotized individual is not con-
sciously aware of perceiving. The presence of the hidden
observer has been demonstrated in many experiments
(Kirsch & Lynn, 1998). In studies of pain relief, for
example, participants are able to describe how the pain
feels, using automatic writing or speaking, at the same
time that their conscious system accepts and responds to
the hypnotist’s suggestion of pain relief. Hilgard and his
colleagues have compared this phenomenon to everyday
experiences in which an individual divides attention
between two tasks, such as driving a car and conversing
at the same time or making a speech and simultaneously
evaluating one’s performance as an orator.

Although hidden observer experiments have been
replicated in many laboratories and clinics, they have
been criticized on methodological grounds. Skeptics argue
that implied demands for compliance may have produced
the results (see, for example, Spanos, 1986; Spanos &
Hewitt, 1980). In an experiment designed to determine
the role of compliance, researchers have shown that the
responses of the truly hypnotized can be distinguished
from those of the merely compliant. They asked partic-
ipants of proven low hypnotizability to simulate hypnosis
while highly responsive participants behaved naturally.
The experimenter did not know to which group each
participant belonged. The simulators did conform to the
implied demands in the way they were expected to, but
their reports of the subjective experiences differed sig-
nificantly from those of individuals who were actually
hypnotized (Hilgard, Hilgard, MacDonald, Morgan, &
Johnson, 1978; Zamansky & Bartis, 1985).

Hypnosis is used to treat a number of physiological and
psychological disorders (see reviews by Lynn, Kirsch,
Barabasz, Cardena, & Patterson, 2000; Pinnell &
Covino, 2000). In medicine, hypnosis has been used to
reduce anxiety related to medical and dental procedures,
asthma, gastrointestinal diseases, and the nausea asso-
ciated with cancer treatment and used for general pain
management. In treatment for psychological disorders,
hypnosis has been used to help people overcome addic-
tions. The most controversial use of hypnosis is in the
treatment of emotional problems. Proponents of the ther-
apeutic use of hypnosis suggest that it allows therapists to
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uncover repressed memories that are behind psychological
problems, but several researchers caution against the use of
hypnosis in psychotherapy (see Kihlstrom, 2007). They
argue that hypnosis amounts to no more than a therapist
planting false memories in the minds of clients, including
memories of horrendous abuse experiences that never
happened. We discuss the rather substantial evidence for
the claims of these opponents in Chapter 8.

INTERIM SUMMARY

® Hypnosis is a responsive state in which individuals focus
their attention on the hypnotist and his or her
suggestions.

® Some people are more readily hypnotized than others,
although most people show some susceptibility.

® Characteristic hypnotic responses include enhanced or
diminished control over movements, distortion of
memory through posthypnotic amnesia, and positive
and negative hallucinations.

® Reduction of pain is one of the beneficial uses of
hypnosis.

CRITICAL THINKING QUESTIONS

1 Do you think you would be a good hypnotic subject or
not? Why?

2 If it is true that hypnosis only plants false ideas in the
minds of suggestible people, does this mean the
phenomenon of hypnosis is not real?

PSYCHOACTIVE DRUGS

In addition to meditation and hypnosis, drugs can be used
to alter a person’s state of consciousness. Since ancient
times, people have used drugs to stimulate or relax, to
bring on sleep or prevent it, to enhance ordinary per-
ceptions, or to produce hallucinations. The word drug
can be used to refer to any substance (other than food)
that chemically alters the functioning of an organism. The
term refers to drugs that affect
behavior, consciousness, and/or mood. These drugs
include not only illegal ‘street” drugs such as heroin and
marijuana but also legal drugs such as tranquilizers and
stimulants. Familiar, widely used drugs such as alcohol,
nicotine, and caffeine are also included in this category.
Whether a particular drug is legal or not does not
reflect the risks and dangers associated with the drug. For
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example, caffeine (coffee) is totally accepted in almost all
cultures, and its use is unregulated; nicotine (tobacco) is
minimally regulated in most cultures; alcohol is legal in
most cultures but highly regulated in some; and mari-
juana is legal in some cultures but illegal in others. Yet it
could be argued that of all these substances nicotine is the
most harmful, because it is responsible for hundreds of
thousands of deaths each year. We could well ask
whether nicotine would even be made a legal drug if
someone tried to introduce it today.

Table 6.2 lists and classifies the psychoactive drugs that
are most frequently used and abused. Drugs that are used
to treat mental disorders (see Chapter 16) also affect mood
and behavior and thus might be considered psychoactive.
They are not included here, however, because they are
seldom abused. By and large, their effects are not immediate
and usually are not experienced as particularly pleasant. An
exception is the minor tranquilizers, which may be pre-
scribed to treat anxiety disorders and are sometimes
abused. Caffeine and nicotine are also listed in the table.
Although both substances are stimulants and can have
negative effects on health, they do not significantly alter
consciousness and hence are not discussed in this section.

Much substance use by adolescents and young adults is
experimental. Typically, young people try alcohol or
marijuana and maybe even try heroin or cocaine a few
times but do not use them chronically or continue to use
them as they grow older. Some substances, however, have

Psychoactive drugs that are commonly used and abused
Only a few examples of each class of drug are given. The
generic name (for example, psilocybin) or the brand name
(Xanax for alprazolam, Seconal for secobarbital) is used,
depending on which is more familiar.

Depressants (Sedatives) Stimulants
Alcohol (ethanol) Amphetamines
Barbiturates Benzedrine
Nembutal Dexedrine
Seconal Methedrine
Minor tranquilzers Cocaine
Miltown Nicotine
Xanax Caffeine
Valium Hallucinogens
Inhalants LSD
Paint thinner Mescaline
Glue Psilocybin
Opiates (Narcotics) PCP (Phencyclidine)
Opium and its derivatives Cannabis
Codeine Marijuana
Heroin Hashish
Morphine
Methadone
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such powerful reinforcing effects on the brain that many
people who try these substances, even experimentally,
find themselves craving more of the substance and have a
difficult time resisting taking the substance. In addition,
some people have a greater vulnerability to becoming
‘hooked’ psychologically or physically on substances, so
even a little experimentation may be dangerous for them.

The drugs listed in Table 6.2 are assumed to affect
behavior and consciousness because they act on the brain
in specific biochemical ways. With repeated use, an
individual can become dependent on any of them.

has three key characteristics: (1) tolerance —
with continued use, the individual must take more and
more of the drug to achieve the same effect; (2)
withdrawal — if use of the drug is discontinued, the person
experiences unpleasant physical and psychological reac-
tions; and (3) compulsive use — the individual takes more
of the drug than intended, tries to control his or her drug
use but fails, and spends a great deal of time trying to
obtain the drug.

The degree to which tolerance develops and the
severity of withdrawal symptoms vary from one drug to
another. Tolerance for opiates, for example, develops
fairly quickly, and heavy users can tolerate a dosage that
would be lethal to a nonuser. In contrast, marijuana
smokers seldom build up much tolerance. Withdrawal
symptoms are common and easily observed following
heavy and sustained use of alcohol, opiates, and sedatives.
They are common, but less apparent, for stimulants, and
nonexistent after repeated use of hallucinogens (American
Psychiatric Association, 2000).

Although tolerance and withdrawal are the primary
characteristics of drug dependence, they are not necessary
for a diagnosis. A person who shows a pattern of com-
pulsive use without any signs of tolerance or withdrawal,
as some marijuana users do, would still be considered
drug dependent.

Drug dependence is usually distinguished from

, continued use of a drug, despite serious con-
sequences, by a person who is not dependent on it (that is,
shows no symptoms of tolerance, withdrawal, or com-
pulsive craving). For example, someone whose over-
indulgence in alcohol results in repeated accidents,
absence from work, or marital problems (without signs of
dependence) is said to misuse alcohol.

In this section we look at several types of psychoactive
drugs and the effects they may have on those who use
them.

Depressants

are drugs that depress the central nervous
system. They include tranquilizers, barbiturates (sleeping
pills), inhalants (volatile solvents and aerosols), and ethyl
alcohol. Of these, the most frequently used and abused is
alcohol, and we will focus on it here.
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Alcohol is the depressant drug most often used.

People in most societies consume alcohol in some form.
Alcohol can be produced by fermenting a wide variety of
materials: grains such as rye, wheat, and corn; fruits such
as grapes, apples, and plums; and vegetables such as
potatoes. Through the process of distillation, the alco-
holic content of a fermented beverage can be increased to
obtain ‘spirits’ such as whiskey or rum.

The alcohol used in beverages is called ethanol and
consists of relatively small molecules that are easily and
quickly absorbed into the body. Once a drink is swal-
lowed, it enters the stomach and small intestine, where
there is a heavy concentration of small blood vessels.
These give the ethanol molecules ready access to the
blood. Once they enter the bloodstream, they are rapidly
carried throughout the body and to all of its organs.
Although the alcohol is fairly evenly distributed through
the whole body, its effects are likely to be felt most
immediately in the brain because a substantial portion of
the blood that the heart pumps at any given time goes to
the brain and the fatty tissue in the brain absorbs alcohol
very well.

© BUBBLES PHOTOLIBRARY/ALAMY
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© (DATA FROM THE U.S. NATIONAL HIGHWAY AND TRAFFIC SAFETY ADMINISTRATION.)

Drinks in a two-hour period

(One small beer or glass of wine or one nip of spirits)

less likely to make someone
drunk than spirits. A small beer
or glass of wine or a nip of
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N J N , theless, social drinking can create
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Figure 6.6 BAC and Alcohol Intake. Approximate values of blood-alcohol concentration as a
function of alcohol consumption in a 2-hour period. For example, if you weigh 82 kilos and had
four beers in two hours, your BAC would be between 0.05% and 0.09%, and your driving ability

would be seriously impaired.

Measuring the amount of alcohol in the air we exhale (as
in a breathalyzer) gives a reliable index of the amount of
alcohol in the blood. Consequently, it is easy to determine
the relationship between blood alcohol concentration (BAC)
and behavior. At concentrations of 0.03 percent to
0.05 percent in the blood (30 to 50 milligrams of alcohol per
100 milliliters of blood), alcohol produces light-
headedness, relaxation, and release of inhibitions.

morning after’, and arguments
or accidents while intoxicated.
Clearly the most serious problem
is accidents: unintentional alco-
hol-related injuries due to car
accidents, drowning, burns, poi-
soning, and falls account for
approximately 600,000 deaths
per year internationally (WHO,
2005). In addition, more than half of all murderers and
their victims are believed to be intoxicated with alcohol at
the time of the murder, and people who commit suicide
often do so when under the influence of alcohol. The
consumption of alcohol varies greatly across nations and
cultures (see Figure 6.7). One study of community members

People say things that they might not ordinarily 10
say and tend to become more sociable and 9
expansive. Self-confidence may increase, but motor
reactions begin to slow. In combination, these 8
effects make it dangerous to drive after drinking.

At a BAC of 0.10 percent, sensory and motor ~ § 7
functions become noticeably impaired. Speech :; 6
becomes slurred, and people have difficulty ‘¢
coordinating their movements. Some people '%_ 5
become angry and aggressive; others grow silent £ 4
and morose. At a level of 0.20 percent the g
drinker is seriously incapacitated, and a level S 3

above 0.40 percent may cause death.

How much does a person have to drink to
achieve these different blood alcohol concen-
trations? The relationship between BAC and
alcohol intake is not a simple one. It depends
on a person’s sex, body weight, and speed of
consumption. Age, individual metabolism, and
experience with drinking are also factors.
Although the effects of alcohol intake on BAC
vary a great deal, the average effects are shown
in Figure 6.6. It is not true that beer or wine is
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Figure 6.7 Consumption of Pure Alcohol in Various Regions of the World.
Cultures vary greatly in their consumption of alcohol. (Southeast Asia includes
India and neighboring countries. Western Pacific includes Australia, China,
Japan, and the Pacific Rim Countries.) World Health Organization (2005)
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in six different nations (Brazil, Canada, US, Mexico, Ger-
many, and the Netherlands) found that as few as 43 percent
(Mexico) to as many as 86 percent (the Netherlands) of
adults had consumed at least 12 drinks in the last year
(Vega et al., 2002). In Europe, it is estimated that there are
86.8 million people (99 per 1000) who have harmful levels
of alcohol consumption (WHO, 2005). Heavy or pro-
longed drinking can lead to serious health problems. High
blood pressure, stroke, ulcers, cancers of the mouth, throat,
and stomach, cirrhosis of the liver, and depression are some
of the conditions associated with regular use of substantial
amounts of alcohol.

Alcohol not only affects the drinker; when pregnant
women drink, the fetus is exposed to the alcohol and a
number of negative effects can result. Pregnant women who
drink heavily are twice as likely to suffer repeated mis-
carriages and to produce low-birth-weight babies. A con-
dition called is characterized by
mental retardation and multiple deformities of the infant’s
face and mouth, caused by the mother’s drinking during
pregnancy. The amount of alcohol needed to produce this
syndrome is unclear, but as little as a few ounces of alcohol
a week is thought to be detrimental (Streissguth et al., 1999).

Across all nations, men are more likely than women to
drink, and to have problems due to alcohol consumption
(WHO, 2005). The gender gap in alcohol use is much
greater among men and women who subscribe to tradi-
tional gender roles, which condone drinking for men but
not for women (Huselid & Cooper, 1992).
Binge-drinking may be especially damaging to health
and safety. Binge-drinking is defined somewhat differently
across cultures and studies, but a common definition is five

or more drinks in one sitting for men, four or more for
women (because it takes less alcohol for women to achieve
a high BAC). Binge drinking on university campuses is
common. One study of students at a large university in the
United States found that 45 percent said they engage in
binge drinking at least occasionally (Wahlberg, 1999). Lost
study time, missed classes, injuries, unprotected sex, and
trouble with police are some of the problems reported by
students who engage in binge drinking. Internationally,
there appears to be a pattern among young people toward
binge-drinking and drinking to intoxication (WHO, 2005).
Figure 6.8 shows patterns of binge-drinking for 18- to 24-
year-olds in various countries.

Elderly people are less likely than others to misuse or
be dependent on alcohol, probably for several reasons.
First, with age, the liver metabolizes alcohol at a slower
rate, and the lower percentage of body water increases the
absorption of alcohol. As a result, older people can
become intoxicated faster and experience the negative
effects of alcohol more severely and quickly. Second, as
people grow older, they may become more mature in their
choices, including the choice about drinking alcohol to
excess. Third, older people have grown up under stronger
prohibitions against alcohol use and abuse and in a
society with more stigma associated with alcoholism,
leading them to curtail their use of alcohol more than
younger people do. Finally, people who have used alcohol
excessively for many years may die from alcohol-related
diseases before they reach old age.

llicit drugs

are drugs that have significant psychological
effects and that are legally restricted or prohibited in
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Figure 6.8 Differences in binge-drinking among 18-24 year-olds by gender and across nations. Binge-drinking defined as five or
more standard drinks in one sitting at least once per week. World Health Organization (2004)
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Figure 6.9 Percent of illicit drug users reporting use of
various drugs in the last year. Cannabis is the most fre-
quently used illicit drug. World Health Organization (2008)

many nations. Examples include opiates, such as heroin,
stimulants, such as cocaine, hallucinogens, and cannabis.
The United Nations estimates that over 185 million
people worldwide are users of illicit drugs, with cannabis
being the most frequently used drug (see Figure 6.9;
WHO, 2008). Half of all drug seizures worldwide involve
cannabis, and about 2.5 percent of the world population
consume cannabis annually.

is a psychoactive substance that creates a high
feeling, cognitive and motor impairments, and sometimes
hallucinations. The cannabis plant has been harvested
since ancient times for its psychoactive effects. The dried
leaves and flowers are used to produce , and the
solidified resin of the plant is called . Marijuana
and hashish are usually smoked but may also be taken
orally, mixed with tea or food. The active ingredient in
both substances is THC (tetrahydrocannabinol). Taken
orally in small doses (5-10 milligrams), THC produces a
mild high; larger doses (30-70 milligrams) produce severe
and longer-lasting reactions that resemble those of hal-
lucinogenic drugs. As with alcohol, the reaction often has
two stages: a period of stimulation and euphoria, fol-
lowed by a period of tranquility and sleep.

When marijuana is smoked, THC is rapidly absorbed
by the rich blood supply of the lungs. Blood from the lungs
goes directly to the heart and then to the brain, causing a
high within minutes. However, THC also accumulates in
other organs, such as the liver, kidneys, spleen, and testes.
The amount of THC reaching the body varies according to
how the user smokes: A cigarette allows for the transfer of
10 to 20 percent of the THC in the marijuana, whereas a
pipe allows about 40 to 50 percent to transfer. A water
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pipe, or bong, traps the smoke until it is inhaled and
therefore is a highly efficient means of transferring THC.
Once in the brain, the THC binds to cannabinoid recep-
tors, which are especially numerous in the hippocampus.
Because the hippocampus is involved in the formation of
new memories, it is not surprising that marijuana use
inhibits memory formation (Kuhn, Swartzwelder, &
Wilson, 1998).

Regular users of marijuana report a number of sensory
and perceptual changes: a general euphoria and sense of
well-being, some distortions of space and time, and
changes in social perception. Not all marijuana experi-
ences are pleasant. Sixteen percent of regular users report
anxiety, fearfulness, and confusion as a ‘usual occur-
rence’, and about one-third report that they occasionally
experience such symptoms as acute panic, hallucinations,
and unpleasant distortions in body image. Individuals
who use marijuana regularly (daily or almost daily) often
report both physical and mental lethargy, and about a
third show mild forms of depression, anxiety, or irrita-
bility (American Psychiatric Association, 2000). Mari-
juana smoke contains even larger amounts of known
carcinogens than tobacco (but marijuana users tend to
smoke less than cigarette smokers, and their total intake
of these substances is lower).

Marijuana use interferes with performance on complex
tasks. Motor coordination is significantly impaired by
low to moderate doses, and reaction time for car braking
and the ability to negotiate a twisting road course are
adversely affected. These findings make it clear that
driving under the influence of the drug is dangerous. The
number of car accidents related to marijuana use is dif-
ficult to determine because, unlike alcohol, THC declines
rapidly in the blood, quickly going to the fatty tissues and
organs of the body. A blood analysis performed two
hours after a heavy dose of marijuana may show no signs
of THC, even though an observer would judge the person
to be clearly impaired. The effects of marijuana may
persist long after the subjective feelings of euphoria or
sleepiness have passed. A study of aircraft pilots using a
simulated flight-landing task found that performance
was significantly impaired as much as 24 hours after
smoking one marijuana cigarette containing 19 milli-
grams of THC — despite the fact that the pilots reported
no awareness of any after-effects on their alertness or
performance (Yesavage, Leier, Denari. & Hollister,
1985). These findings have led to concern about mari-
juana use by people whose jobs affect public safety.

Marijuana has two clear effects on memory. First, it
makes short-term memory more susceptible to interfer-
ence. People under the influence of marijuana may lose
the thread of a conversation or forget what they are
saying in the middle of a sentence because of momentary
distractions. Second, marijuana disrupts learning by
interfering with the transfer of new information from
short-term to long-term memory. These findings suggest
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that it is not a good idea to study while under the influ-
ence of marijuana; later recall of the material will be poor.

Opiates

Opium and its derivatives, collectively known as s
are drugs that diminish physical sensation and the
capacity to respond to stimuli by depressing the central
nervous system. (These drugs are commonly called nar-
cotics, but opiates 1S a more accurate term; the term
narcotics is not well defined and covers a variety of illegal
drugs.) Opiates are used in medical settings to reduce
pain, but their ability to alter mood and reduce anxiety
has led to widespread illegal consumption. Opium, which
is the air-dried juice of the opium poppy, contains a
number of chemical substances, including morphine and
codeine. Codeine, a common ingredient in prescription
painkillers and cough suppressants, is relatively mild in its
effects (at least at low doses). Morphine and its derivative,
heroin, are much more potent. Most illegal opiate use
involves heroin because it is more concentrated and can
be concealed and smuggled more easily than morphine.
All opiate drugs bind to the same molecules in the
brain, known as opiate receptors. The differences among
these drugs depend on how quickly they reach the
receptors and how much it takes to activate them — that is,
their potency. The rate at which opiates enter the body
depends on how they are taken. When opiates are smoked
or injected, they reach peak levels in the brain within
minutes. The faster this occurs, the greater the danger of
death by overdose. Drugs that are ‘snorted’ are absorbed
more slowly because they must pass through the mucous
membranes of the nose to the blood vessels beneath.

is an opiate that can be injected, smoked, or
inhaled. At first it produces a sense of well-being. Expe-
rienced users report a special thrill, or ‘rush’, within a
minute or two after an intravenous injection. Some
describe this sensation as intensely pleasurable, similar to
an orgasm. Young people who sniff heroin report that
they forget everything that troubles them. Following this,
the user feels ‘fixed’, or gratified, and has no awareness of
hunger, pain, or sexual urges. The person may be alter-
nately waking and drowsing while comfortably watching
television or reading a book. Unlike a person who is
intoxicated by alcohol, a heroin user can readily produce
skilled responses to tests of agility and intelligence and
seldom becomes aggressive or assaultive.

The changes in consciousness produced by heroin are
not very striking; there are no exciting visual experiences
or feelings of being transported elsewhere. It is the change
in mood - the feeling of euphoria and reduced anxiety —
that prompts people to start using the drug. However,
heroin is very addictive; even a brief period of usage can
create physical dependence. After a person has been
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smoking or ‘sniffing’ (inhaling) heroin for a while, toler-
ance builds up, and this method no longer produces the
desired effect. In an attempt to re-create the original high,
the individual may progress to intravenous drug use and
then to ‘mainlining’ (injecting into a vein). Once the user
starts mainlining, stronger and stronger doses are
required to produce the high, and the physical dis-
comforts of withdrawal from the drug become intense
(chills, sweating, stomach cramps, vomiting, headaches).
Additional motivation to continue using the drug stems
from the need to avoid physical pain and discomfort.

The hazards of heroin use are many; the average age at
death for frequent users is 40 (Hser, Anglin, & Powers,
1993). Death is caused by suffocation resulting from
depression of the brain’s respiratory center. Death from
an overdose is always a possibility because the concen-
tration of street heroin fluctuates widely, and the user can
never be sure of the potency of the powder in a newly
purchased supply. Heroin use is generally associated with
a serious deterioration of personal and social life. Because
maintaining the habit is costly, the user often becomes
involved in illegal activities to acquire money to purchase
the drug.

Additional dangers of heroin use include HIV, hepa-
titis C, and other infections associated with unsterile
injections. Sharing needles used to inject drugs is an
extremely easy way to be infected with HIV; blood from
an infected person can be trapped in the needle or syringe
and injected directly into the bloodstream of the next
person who uses the needle. Sharing of needles and
syringes by people who inject drugs is a primary means by
which HIV is spreading today.

In the 1970s, researchers made a major breakthrough in
understanding opiate dependence with the discovery that
opiates act on very specific neuroreceptor sites in the
brain. Neurotransmitters travel across the synaptic junc-
tion between two neurons and bind to neuroreceptors,
triggering activity in the receiving neuron (see Chapter2).
The molecular shape of the opiates resembles that of a
group of neurotransmitters called endorphins. Endor-
phins bind to opioid receptors, producing sensations of
pleasure as well as reducing discomfort (Julien, 1992).
Heroin and morphine relieve pain by binding to opioid
receptors that are unfilled (see Figure 6.10). Repeated
heroin use causes a drop in endorphin production; the
body then needs more heroin to fill the unoccupied opioid
receptors in order to reduce pain. The person experiences
painful withdrawal symptoms when heroin is dis-
continued because many opioid receptors are left unfilled.
In essence, the heroin has replaced the body’s own natural
opiates (Koob & Bloom, 1988).

These findings have led to the development of drugs
that operate by modulating the opioid receptors. These
drugs are of two basic types: agonists and antagonists.
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Figure 6.10 Drug Abuse Medications. Methadone and naltrexone block the effects of heroine by binding to the same neuronal

receptors that heroin binds to.

bind to the opioid receptors to produce a feeling
of pleasure and thereby reduce the craving for opiates, but
they cause less psychological and physiological impair-
ment than the opiates. also lock onto the
opioid receptors but in a way that does not activate them;
the drug serves to ‘block’ the receptors so that the opiates
cannot gain access to them. Antagonists produce no
feeling of pleasure and the craving is not satisfied (see
Figure 6.10).
is the best-known agonist drug used in
treating heroin-dependent individuals. It is addictive in its
own right, but it produces less psychological impairment
than heroin and has few disruptive physical effects. When
taken orally in low doses, it suppresses the craving for
heroin and prevents withdrawal symptoms. , an
antagonist drug, blocks the action of heroin because it has a
greater affinity for the opioid receptors than does heroin
itself. Naltrexone is often used in hospital emergency rooms
to reverse the effects of a heroin overdose, but it has not
proved generally effective as a treatment for heroin depen-
dence. Interestingly, naltrexone does reduce the craving for
alcohol. Alcohol causes the release of endorphins, and nal-
trexone, by blocking opioid receptors, reduces the pleasur-
able effects of alcohol and hence the desire for it.

Stimulants

In contrast to depressants and opiates, are
drugs that increase alertness and general arousal. They
increase the amount of monoamine neurotransmitters
(norepinephrine, epinephrine, dopamine, and serotonin)
in the synapse. The effects resemble what would happen if
every one of the neurons that released a monoamine fired
at once. The result is to arouse the body both physically,
by increasing heart rate and blood pressure, and mentally,
causing the person to become hyperalert.

are powerful stimulants; they are sold
under such trade names as Methedrine, Dexedrine,
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and Benzedrine and known colloquially as ‘speed’,
‘uppers’, and ‘bennies’. The immediate effects of con-
suming such drugs are an increase in alertness and a
decrease in feelings of fatigue and boredom. Strenuous
activities that require endurance seem easier after taking
amphetamines. As with other drugs, the ability of
amphetamines to alter mood and increase self-confi-
dence is the principal reason for their use. People also
use them to stay awake.

Low doses that are taken for limited periods to
overcome fatigue (for example, when driving at night)
seem to be relatively safe. However, as the stimulating
effects of amphetamines wear off, there is a period when
the user feels depressed, irritable, and fatigued and
may be tempted to take more of the drug. Tolerance
develops quickly, and the user needs increasingly larger
doses to produce the desired effect. Because high doses
can have dangerous side effects — agitation, confusion,
heart palpitations, and elevated blood pressure — medi-
cations containing amphetamines should be used with
caution. When tolerance develops to the point at which
oral doses are no longer effective, many users inject
amphetamines into a vein. Large intravenous doses
produce an immediate pleasant experience (a ‘flash’ or
‘rush’). This sensation is followed by irritability and
discomfort, which can be overcome only by an addi-
tional injection. If this sequence is repeated every few
hours over a period of days, it will end in a ‘crash’,
a deep sleep followed by a period of lethargy and
depression. The amphetamine abuser may seek relief
from this discomfort by turning to alcohol or heroin.

Long-term amphetamine use is accompanied by drastic
deterioration of physical and mental health. The user,
or ‘speed freak’, may develop symptoms that are indis-
tinguishable from those of acute schizophrenia (see
Chapter 15), including persecutory delusions (the false
belief that people are persecuting you or out to get you)
and visual or auditory hallucinations. The delusions may
lead to unprovoked violence. For example, during an
epidemic of amphetamine use in Japan in the early 1950s
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(when amphetamines were sold without prescription and
advertised for ‘elimination of drowsiness and repletion of
the spirit’), 50 Percent of the murders that occurred in a

two-month period were related to amphetamine abuse
(Hemmi, 1969).

Cocaine

Like other stimulants, , or ‘coke’, a substance
obtained from the dried leaves of the coca plant, increases
energy and self-confidence; it makes the user feel witty
and hyperalert. Early in the twentieth century, cocaine
was widely used and easy to obtain. In fact, it was an
ingredient in the original recipe of Coca-Cola. Its use then
declined, but in the 1980s and 1990s its popularity
increased, even though it is now illegal in most countries.

Cocaine can be inhaled or ‘snorted’, or made into a
solution and injected directly into a vein. It can also be
converted into a flammable compound, ‘crack’, which is
smoked. One of the earliest studies of the effects of
cocaine was conducted by Freud (1885). In an account of
his own use of cocaine, he was at first highly favorable to
the drug and encouraged its use. However, he changed his
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a) A nerve impulse causes the release of
neurotransmitters that carry the signal across the
synapse to a receiving neuron. Some of the
neurotransmitters are then reabsorbed into the
originating neuron (reuptake process), while the
rest are broken up chemically and made inactive
(degradation process). These processes are
discussed in Chapter 2.

Figure 6.11 Molecular Effects of Cocaine.
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mind about the drug after using it to treat a friend, with
disastrous results. The friend developed severe depen-
dence on the drug, demanded ever-larger dosages, and
was debilitated until his eventual death.

Despite earlier reports to the contrary, and as Freud
soon discovered, cocaine is highly addictive. In fact, it has
become more addictive and dangerous with the emer-
gence of crack. Tolerance develops with repeated use, and
withdrawal effects, although not as dramatic as those
associated with opiates, do occur. The restless irritability
that follows the euphoric high becomes, with repeated
use, a feeling of depressed anguish. The down is as bad as
the up was good and can be alleviated only by more
cocaine (see Figure 6.11).

Heavy cocaine users can experience the same abnormal
symptoms as people who use amphetamines heavily. A
common visual hallucination is flashes of light (‘snow
lights’) or moving lights. Less common — but more dis-
turbing — is the feeling that bugs (‘cocaine bugs’) are
crawling under one’s skin. The hallucination may be so
strong that the individual will use a knife to cut out the
bugs. These experiences occur because cocaine is causing
the sensory neurons to fire spontaneously.
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b) Research findings indicate that cocaine blocks the

reuptake process for three neurotransmitters
(dopamine, serotonin, and norepinephrine) that are
involved in the regulation of mood.
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Ecstasy has the stimulant effects of an amphetamine along
with occasional properties that make people hallucinate.
Users experience increased energy and restlessness, and
feel their affection for others increases and their social
inhibitions decrease. Ecstasy appears to lower levels of the
neurotransmitter serotonin, which may result in its emo-
tional effects.

Even the short-term use of ecstasy can have long-term
negative effects on thinking and health. Monkeys given
ecstasy for just four days had brain damage lasting six to
seven years (SAMHSA, 2002). Humans who use ecstasy
do more poorly on tests measuring attention, memory,
learning and general intelligence. In addition, long-term
users of ecstasy are at risk for cardiac problems and liver
failure, and show increased rates of anxiety, depression
and paranoia.

INTERIM SUMMARY

® Psychoactive drugs have long been used to alter
consciousness and mood.

® Repeated use of any of these drugs can result in drug
dependence, which is characterized by tolerance,
withdrawal, and compulsive use.

® Drug misuse refers to continued use of a drug, despite
serious consequences, by a person who has not
reached the stage of dependence.

® Cannabis, such as marijuana and hashish, creates a
high feeling, cognitive and motor impairments, and, in
some people, hallucinations.

® Depressant drugs, such as alcohol, tranquilizers,
and inhalants, depress the central nervous
system. The most commonly used depressant is
alcohol.

® Opiates, such as heroin and morphine, reduce
perceptions of pain and induce euphoria, followed
by a sense of drowsiness. Severe intoxication can
lead to respiratory difficulties, unconsciousness, and
coma.

® Stimulants, such as amphetamines and cocaine,
activate those parts of the brain that register reward or
pleasure, and they produce euphoria, energy, and a
sense of self-esteem. Withdrawal from stimulants can
cause depression, restlessness, and dangerous
physiological symptoms.

® [Ecstasy has some effects similar to stimulants,
lowers inhibitions, and can create hallucinations. It
has many negative effects on the brain and on
general health.

For more Cengage Learning textbooks, visit www.cengagebrain.co.uk

CRITICAL THINKING QUESTIONS

1 Laws that criminalize some psychoactive drugs
(marijuana, cocaine) but not others (alcohol, tobacco) do
not seem well matched to the drugs’ actual dangers. If
you were to redesign your country’s drug policies from
scratch, basing them only on current scientific
knowledge, which drugs would you want to discourage
most vigorously (or criminalize)? Which drugs would you
worry about least?

2 It has been demonstrated that the ancient Asian medical
practice of acupuncture, in which needles are inserted
into the skin at different ‘acupuncture points’, stimulates
the brain’s production of endorphins. How might this
explain why acupuncture seems to help people
overcome dependence on heroin?

PSI PHENOMENA

A discussion of consciousness would not be complete
without considering some extraordinary claims about the
mind that have long attracted widespread public attention.
Of particular interest are questions about whether human
beings (1) can acquire information in ways that do not
involve stimulation of the known sense organs or (2) can
influence physical events by purely mental means. These
questions are the source of controversy over the existence
of psi, anomalous processes of information and/or energy
transfer that cannot currently be explained in terms of
known biological or physical mechanisms. The phenom-
ena of psi are the subject matter of (‘beside’
or ‘beyond’ psychology) and include the following:

Extrasensory perception (ESP). Response to external
stimuli without any known sensory contact.

Telepathy. Transference of thought from one person to
another without the mediation of any known channel
of sensory communication (for example, identifying a
playing card that is merely being thought of by another
person).

Clairvoyance. Perception of objects or events that do
not provide a stimulus to the known senses (for
example, identifying a concealed playing card whose
identity is unknown to anyone).

Precognition. Perception of a future event that could not
be anticipated through any known inferential process
(for example, predicting that a particular number will
come up on the next throw of a pair of dice).

Psychokinesis (PK). Mental influence over physical
events without the intervention of any known physical
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force (for example, willing that a particular number will
come up on the next throw of a pair of dice).

Experimental evidence

Most parapsychologists consider themselves to be scientists
who apply the usual rules of scientific inquiry to admittedly
unusual phenomena. Yet the claims for psi are so extraor-
dinary, and so similar to what are widely regarded as
superstitions, that some scientists consider psi to be
impossible and reject the legitimacy of parapsychological
inquiry. Such a priori judgments are out of place in science.
The real question is whether the empirical evidence is
acceptable by scientific standards. Many psychologists who
are not yet convinced that psi has been demonstrated are
nonetheless open to the possibility that new evidence might
emerge that would be more persuasive. For their part, many
parapsychologists believe that several recent experimental
procedures either provide that evidence already or hold the
potential for doing so. We shall examine one of the most
promising of these, the ganzfeld procedure.

The receiver (left) and the sender (right) in a ganzfeld experiment.
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The tests for telepathic communica-
tion between a participant who serves as the ‘receiver’ and
another participant who serves as the ‘sender’. The receiver
is sequestered in an acoustically isolated room and placed
in a mild form of perceptual isolation: translucent ping-
pong ball halves are taped over the eyes, and headphones
are placed over the ears; diffuse red light illuminates the
room, and white noise is played through the headphones.
(White noise is a random mixture of sound frequencies
similar to the hiss made by a radio tuned between stations.)
This homogeneous visual and auditory environment is
called the ganzfeld, a German word meaning ‘total field’.

The sender sits in a separate acoustically isolated room,
and a visual stimulus (picture, slide, or brief videotape
sequence) is randomly selected from a large pool of similar
stimuli to serve as the ‘target’ for the session. While the
sender concentrates on the target, the receiver attempts to
describe it by providing a continuous verbal report of his
or her mental imagery and free associations. Upon com-
pletion of the session, the receiver is presented with four
stimuli, one of which is the target, and asked to rate the

COURTESY OF DR. CHARLES HONORTON
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degree to which each matches the imagery and associations
experienced during the ganzfeld session. A ‘direct hit’ is
scored if the receiver assigns the highest rating to the target
stimulus.

More than 90 experiments have been conducted since
this procedure was introduced in 1974; the typical experi-
ment involves about 30 sessions in which a receiver
attempts to identify the target transmitted by the sender. An
overall analysis of 28 studies (with a total of 835 ganzfeld
sessions conducted by investigators in 10 different labo-
ratories) reveals that participants were able to select the
correct target stimulus 38 percent of the time. Because a
participant must select the target from four alternatives, we
would expect a success rate of 25 percent if only chance
were operating. Statistically, this result is highly significant.
The probability that it could have arisen by chance is less
than one in a billion (Bem & Honorton, 1994).

The debate over the evidence

In 1985 and 1986, the Journal of Parapsychology pub-
lished an extended examination of the ganzfeld studies,
focusing on a debate between Ray Hyman, a cognitive
psychologist and critic of parapsychology, and Charles
Honorton, a parapsychologist and major contributor to
the ganzfeld database. They agree on the basic quantita-
tive results but disagree on its interpretation (Honorton,
1985; Hyman, 1994, 1985; Hyman & Honorton, 1986).
In what follows, we use their debate as a vehicle for
examining the issues involved in evaluating claims of psi.

In scientific research, a phenomenon is not considered
established until it has been observed repeatedly by sev-
eral researchers. Accordingly, the most serious criticism of
parapsychology is that it has failed to produce a single
reliable demonstration of psi that can be replicated by
other investigators. Even the same investigator testing the
same individuals over time may obtain statistically sig-
nificant results on one occasion but not on another. The
ganzfeld procedure is no exception; fewer than half
(43%) of the 28 studies analyzed in the debate yielded
statistically significant results.

The parapsychologists’ most effective response to this
criticism actually comes from within psychology itself.
Many statisticians and psychologists are dissatisfied
with psychology’s focus on statistical significance as the
sole measure of a study’s success. As an alternative, they
are increasingly adopting , a statistical
technique that treats the accumulated studies of a par-
ticular phenomenon as a single grand experiment and
each study as a single observation. Any study that
obtains positive results — even though it may not be
statistically significant itself — contributes to the overall
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strength and reliability of the phenomenon rather than
simply being dismissed as a failure to replicate (Glass,
McGaw, & Smith, 1981; Rosenthal, 1984). From this
perspective, the ganzfeld studies provide impressive
replicability: 23 of the 28 studies obtained positive
results, an outcome whose probability of occurring by
chance is less than one in a thousand. An additional
11 replications using computerized procedures yielded
results consistent with the original set of 28 studies (Bem
& Honorton, 1994).

A more recent meta-analysis of 40 additional ganzfeld
studies, conducted between 1987 and 1999, revealed that
the ganzfeld procedure continues to replicate (Bem,
Palmer, & Broughton, 2001). At first glance, these more
recent studies appeared to yield weaker results than did
the earlier studies. Further analysis, however, showed that
the 29 replications that had adhered to the standard
procedure vyielded results comparable to the previous
studies, whereas the replications that had departed from
the standard (for example, by using musical selections as
targets) produced weaker results. Such a finding is neither
bad nor unexpected. Many psi researchers now believe
that the basic procedure is sufficiently well established to
warrant extending it into unknown territory, even though
this inevitably produces some unsuccessful experiments.
When such replications are lumped into a meta-analysis
with standard replications, weaker overall results are to
be expected. This implies that future meta-analyses need
to take this into account, lest the ganzfeld procedure
become a victim of its own success.

The ability of a particular experiment to replicate an
effect also depends on how strong the effect is and how
many observations are made. If an effect is weak, an
experiment with too few participants or observations will
fail to detect it at a statistically significant level — even
though the effect actually exists. If the ganzfeld effect
actually exists and has a true direct-hit rate of 38 percent,
then statistically we should expect studies with 30 ganz-
feld sessions (the average for the 28 studies discussed
earlier) to obtain a statistically significant psi effect only
about one-third of the time (Utts, 1986).

In short, it is unrealistic to demand that any real effect
be replicable at any time by any competent investigator.
The replication issue is more complex than that, and
meta-analysis is proving to be a valuable tool for dealing
with some of those complexities.

The second major criticism of parapsychology is that
many, if not most, of the experiments have inadequate
controls and safeguards. Flawed procedures that would
permit a participant to obtain the communicated infor-
mation in normal sensory fashion, either inadvertently or
through deliberate cheating, are particularly fatal. This is
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called the problem of sensory leakage. Inadequate pro-
cedures for randomizing (randomly selecting) target
stimuli are another common problem. Methodological
inadequacies plague all sciences, but the history of para-
psychology contains several instances of promising results
that collapsed when the procedures were examined from
a critical perspective (Akers, 1984). One common charge
against parapsychology is that whereas preliminary,
poorly controlled studies often obtain positive results, as
soon as better controls and safeguards are introduced, the
results disappear.

Once a flaw is discovered in a completed experiment,
there is no persuasive way of arguing that the flaw did not
contribute to a positive outcome. The only remedy is to
redo the experiment correctly. In a database of several
studies, however, meta-analysis can evaluate the criticism
empirically by checking to see if, in fact, the more poorly
controlled studies obtained more positive results than the
better controlled studies did. If there is a correlation
between a procedural flaw and positive results across the
studies, there is a problem. In the case of the ganzfeld
database, both critic Hyman and parapsychologist Hon-
orton agree that flaws of inadequate security and possible
sensory leakage do not correlate with positive results.
Hyman claimed to find a correlation between flaws
of randomization and positive results, but both Hon-
orton’s analysis and two additional analyses by non-
parapsychologists dispute his conclusion (Harris &
Rosenthal, 1988; Saunders, 1985). Moreover, the pre-
viously noted successful series of 11 computer-automated
studies were specifically designed to control for flaws
identified in the original database (Bem & Honorton,
1994).

Suppose that each of 20 investigators independently
decides to conduct a ganzfeld study. Even if there were no
genuine ganzfeld effect, there is a reasonable probability
that at least one of these investigators would obtain
a statistically significant result by pure chance. That lucky
investigator would then publish a report of the experiment,
but the other 19 investigators — all of whom obtained ‘null’
results — are likely to become discouraged, put their data in
a file drawer, and move on to something more promising.
As a result, the scientific community would learn about the
one successful study but have no knowledge of the 19 null
studies buried in file drawers. The database of known
studies would thus be seriously biased toward positive
studies, and any meta-analysis of that database would
arrive at similarly biased conclusions. This is known as the
file-drawer problem.

The file-drawer problem is a tricky one because by
definition it is impossible to know how many unknown
studies are languishing in file drawers. Nevertheless,
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parapsychologists offer two defenses against the charge
that this problem constitutes a serious challenge to their
findings. First, they point out that the Journal of Para-
psychology actively solicits and publishes studies that
report negative findings. Moreover, the community of
parapsychologists is relatively small, and most inves-
tigators are aware of ongoing research in the field. When
conducting meta-analysis, parapsychologists scout out
unpublished negative studies at conventions and through
their personal networks.

But their major defense is statistical, and again meta-
analysis provides an empirical approach to the problem.
By knowing the overall statistical significance of the
known database, it is possible to compute the number of
studies with null results that would have to exist in file
drawers to cancel out that significance. In the case of the
ganzfeld database, there would have to be more than 400
unreported studies with null results — the equivalent of
12,000 ganzfeld sessions — to cancel out the statistical
significance of the 28 studies analyzed in the debate
(Honorton, 1985). It is generally agreed, therefore, that
the overall significance of the ganzfeld studies cannot
reasonably be explained by the file-drawer effect (Hyman
& Honorton, 1986).

Rather than continue their debate, Hyman and
Honorton issued a joint communiqué in which they set
forth their areas of agreement and disagreement and
made a series of suggestions for the conduct of future
ganzfeld studies (Hyman & Honorton, 1986). Their
debate and the subsequent discussion provide a valuable
model for evaluating disputed domains of scientific
inquiry.

In the public’s mind, the evidence for psi is primarily
personal experiences and anecdotes. From a scientific
standpoint, such evidence is unpersuasive because it suf-
fers from the same problems that jeopardize the experi-
mental evidence — nonreplicability, inadequate controls,
and the file-drawer problem.

The replication problem is acute because most such
evidence consists of single occurrences. A woman
announces a premonition that she will win the lottery that
day - and she does. You dream about an unlikely event,
which actually occurs a few days later. A ‘psychic’ cor-
rectly predicts the assassination of a public figure. Such
incidents may be subjectively compelling, but there is no
way to evaluate them because they are not repeatable.

The problem of inadequate controls and safeguards is
decisive because such incidents occur under unexpected and
ambiguous conditions. There is thus no way of ruling out
alternative interpretations such as coincidence (chance),
faulty memories, and deliberate deception.
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SEEING BOTH SIDES

ARE PS| PHENOMENA REAL?

| believe the evidence is strong enough to
say yes.

Daryl J. Bem, Cornell University

If some of the experimental evidence for psi, discussed in the
text, is as impressive as it seems, why hasn’t it become part of
established science? Why do many scientists continue to be
skeptical?

Most scientists believe that extraordinary claims require
extraordinary evidence. A study reporting that students who
study harder get higher grades will be believed even if the study
was seriously flawed because the data fit well with our under-
standing of how the world works. But the claim that two people
in a ganzfeld study communicate telepathically is more extraor-
dinary; it violates most people’s a priori beliefs about reality. We
therefore rightly demand more and stronger evidence from psi
researchers because their claims, if true, would require us to
radically revise our model of the world. In this way, science is
justifiably conservative. Many open-minded psychologists are
genuinely impressed by the ganzfeld studies, for example, but it
is reasonable for them to ask for more evidence before com-
mitting themselves to the reality of psi.

One of the features that makes psi extraordinary, almost by
definition, is the absence of an explanation of how it works, a
description of the physical and physiological processes that
could explain how psi phenomena could occur. Indeed, some
skeptics claim that they will remain unconvinced by any amount
of evidence until this is provided. That is their prerogative, of
course, but the history of science reveals that many if not most
phenomena have usually been discovered empirically — and even
used for practical purposes — long before explanations are
available. For example, the use of aspirin to relieve pain dates
back to antiquity but its mechanism of operation was not dis-
covered until 1971 (Jeffreys, 2005). Many psi researchers believe
that modern physics, especially quantum mechanics, is already
providing clues to mechanisms that would explain how psi
phenomena could occur (Radin, 2006).

A survey of more than 1,000 professors in the United States
and Canada revealed that academic psychologists are more
skeptical of psi than their colleagues from other disciplines,
including those in the biological and physical sciences (Wagner &
Monnet, 1979). There are probably several reasons for this. First,
they are more familiar with past instances of extraordinary claims
that turned out to be based on flawed experimental procedures,
faulty inference, or even on fraud and deception (Gardner, 1981;
Randi, 1982).

Second, psychologists know that popular accounts of psy-
chological phenomena are frequently exaggerated or misreported.
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For example, the genuine findings about asymmetries in the
human brain have spawned a host of pop-psychology books and
media reports containing unsubstantiated claims about left-
brained and right-brained individuals. Irresponsible reports about
states of consciousness — including hypnosis and psi — appear
daily in the media.

Third, like most scholars, academic psychologists tend to be
most familiar with their own areas of specialization. Because
contemporary research on psi is not usually summarized in
professional journals and handbooks, most psychologists are
not aware of recent research.

Finally, research in cognitive and social psychology has
sensitized psychologists to the biases and shortcomings in
our abilities to draw valid inferences from our everyday expe-
riences (see Chapter 17). This makes them particularly
skeptical of anecdotal reports of psi, where problems of non-
repeatability and inadequate controls, compromise our intuitive
impressions.

Because you have already met psi skeptic Ray Hyman in the
debate over the ganzfeld studies and because he has prepared
the other side of this discussion, it is pertinent to cite another set
of studies he was asked to evaluate. These were studies of
remote viewing, a form of clairvoyance in which a ‘viewer’
attempts to draw or describe a target location or a hidden
photograph or object. The studies to be evaluated were spon-
sored by the United States government from 1973 until 1989 to
see if remote viewing might be useful for intelligence applications.
Hyman and Jessica Utts, a statistician, were asked to evaluate
the program. Utts concluded that:

Using the standards applied to any other area of science, it
is concluded that psychic functioning has been well
established. The statistical results of the studies examined
are far beyond what is expected by chance. Arguments
that these results could be due to methodological flaws in
the experiments are soundly refuted.

Utts’ full report, Hyman'’s skeptical report, and a full description
and history of the project are available at Professor Utts’ home page
(http://Awww.ics.uci.edu/~jutts).

The ganzfeld and remote viewing studies are but two bodies
of data that psi researchers point to as evidence for psi. For
accessible discussions of many others and discussions of
theories of psi, see Dean Radin’s (2006) paperback Entangled
Minds: Extrasensory Experiences in a Quantum Reality and
Broderick’s (2007) paperback, Outside the Gates of Science.

| believe that the evidence is strong enough to conclude that
psi phenomena are genuine.
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SEEING BOTH SIDES

ARE PS| PHENOMENA REAL?

The case for psi fails the scientific test

Ray Hyman, University of Oregon

Professor Daryl Bem asserts, ‘that the evidence is strong enough
to conclude that psi phenomena are genuine’. Some of his fellow
parapsychologists agree. Those who agree with Bem’s assertion
base their claim on the results of several meta-analyses of
parapsychological experiments. Many limitations of these meta-
analyses seriously weaken the claim. However, | do not need to
discuss these limitations here. Other parapsychologists have
conducted re-evaluations of the meta-analyses and, ironically,
these support a conclusion opposite to Bem'’s.

In the re-evaluations, the effect sizes from the studies in each
meta-analysis were plotted against the date on which the study
was conducted. In each case, the plot shows that, over time, the
effect size in a given line of psi research begins above chance
and gradually declines to zero. Bierman and Kennedy, both
prominent parapsychologists, correctly conclude that this shows
that the evidence for psi cannot be replicated and fails to meet
conventional scientific standards of adequacy (Bierman, 2001;
Kennedy, 2003). They are just two of several contemporary
parapsychologists who disagree with their colleagues who claim
that the case for psi has scientific support. Although para-
psychologists disagree on the scientific status of their evidence,
they all agree that psi exists.

Parapsychologists call the tendency of the evidence for psi to
erode over time the decline effect. Kennedy (2003) reviews
several hypotheses that might explain this. An obvious expla-
nation, favored by skeptics, is that psi does not exist. The decline
effect, according to this hypothesis, results from the fact that
initial experiments in any domain are not as carefully designed
and controlled as later ones. The decline effect simply reveals
that the initial successful findings were due to methodological
flaws and errors. As investigators tighten the controls, errors are
eliminated and outcomes become consistent with chance.

In many meta-analyses, the individual studies are rated for
quality of the methodology. Kennedy reports that the quality of
experiments within a meta-analysis does improve over time. As
methodology improves, the evidence for psi vanishes. Although
these results strongly support the argument that those experi-
ments that support the case for psi do so because of method-
ological flaws, Kennedy does not accept this hypothesis.
Instead, he argues that the evasive nature of the evidence is due
to an intelligent agency that deliberately prevents us from getting
definitive evidence.

Most parapsychologists prefer to explain the inconsistencies
in their data and the decline effect in terms of quantum theory.
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They draw an analogy between the quirkiness of quantum effects
and the inconsistencies in parapsychological data. This ignores
the fact that physicists have been forced to accept quantum
mechanics because of extremely precise, replicable experi-
ments. Parapsychological data are notoriously imprecise and
non-repeatable and, unlike quantum effects, so messy that they
do not force any conclusions upon us.

Those who now acknowledge that the evidence for psi fails
the scientific test argue that this very fact is a unique property of
psi. It is the very essence of psi that it is evasive, illusive, erratic,
and scientifically unacceptable. However, the history of science
shows that this claim is false. The scrapheap of science contains
many examples of claims of anomalies that were eventually
rejected because the evidence turned out to be inconsistent and
not replicable. The evidence for these failed claims displays all
the properties — decline effects, experimenter effects, elusive-
ness, inconsistencies — that parapsychologists today are claim-
ing as a unique property of psi.

Despite more than 125 years of trying to produce scientific
evidence, the case for psi still fails to meet acceptable scientific
standards. Throughout most of this period, parapsychologists
openly sought acceptance for their claims from the scientific
community, and at several times they openly claimed they had
indeed obtained scientific evidence to support their claims. In
each instance, the same parapsychologists, or their successors,
had to admit that the evidence could not be replicated.

Today, more and more prominent parapsychologists are
admitting that the evidence for psi does not meet scientific
standards. However, these same parapsychologists do not want
to relinquish their claim that psi is real. Indeed, they want to argue
that the failure of scientific proof is a defining feature of psi. This is
a peculiar argument. It seems to be a form of begging the
question. The parapsychologists begin by assuming that psi is
real. The scientific evidence fails to support this assumption. For
some parapsychologists this is not evidence against their case,
rather it is a failure of sciencel

Even if the evidence had somehow consistently supported
the existence of unexplained deviations from chance in para-
psychological data, this would not be proof of some scientific
anomaly or paranormal functioning. Alcock (2003) discusses
several other problems that stand in the way of parapsychology
achieving scientific legitimacy.

An early cookbook, according to some writers, begins a
recipe for hare soup with the advice: ‘First catch your hare’.
Despite more than a century of trying, parapsychologists have
not caught their ‘hare’. Indeed, they have provided no compelling
reasons to believe that there are any ‘hares’ to be caught.
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Finally, the file-drawer problem also occurs with
anecdotal evidence. The lottery winner who announced
ahead of time that she would win is prominently featured
in the news. But the thousands of others with similar
premonitions who did not win are never heard from; their
‘evidence’ remains in the file drawer. It is true that the
probability of this woman’s winning the lottery was very
low. But the critical criterion in evaluating this case is not
the probability that she would win but the probability
that any one of the thousands who thought they would
win would do so. That probability is much higher.
Moreover, this woman has a personal file drawer that
contains all the past instances in which she had similar
premonitions but did not win.

The same reasoning applies to precognitive dreams
(dreams that anticipate an unlikely event, which actually
occurs a few days later). We tend to forget our dreams
unless and until an event happens to remind us of them.
We thus have no way of evaluating how often we might
have dreamed of similar unlikely events that did not
occur. We fill our database with positive instances and
unknowingly exclude the negative instances. Perhaps the
fullest file drawers belong to the so-called psychics who
make annual predictions in the tabloid newspapers.
Nobody remembers the predictions that fail, but every-
body remembers the occasional direct hits. In fact, these
psychics are almost always wrong (Frazier, 1987; Tyler,
1977).
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INTERIM SUMMARY

Psi is the idea that people can acquire information about
the world in ways that do not involve stimulation of
known sense organs or can influence physical events by
purely mental means.

The phenomena of psi include extrasensory perception
(ESP) in its various forms (telepathy, clairvoyance,
precognition) and psychokinesis, movement of objects
by the mind.

The ganzfeld procedure tests for telepathic communication
between a participant who serves as the ‘receiver’ and
another participant who serves as the ‘sender’.

There is an ongoing debate over the replicability of psi
phenomena and the methods used in studies
attempting to demonstrate the phenomena.

CRITICAL THINKING QUESTIONS

1

What ‘extrasensory’ experiences have you had
personally? Can you think of alternative explanations for
these experiences?

The file drawer problem is ubiquitous in science. Why do

you think some researchers believe it's a special
problem in research on psi phenomena?
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A person’s perceptions, thoughts, and feelings at
any given moment constitute that person’s con-
sciousness. An altered state of consciousness is
said to exist when mental functioning seems
changed or out of the ordinary to the person
experiencing the state. Some altered states of
consciousness, such as sleep and dreams, are
experienced by everyone; others result from spe-
cial circumstances such as meditation, hypnosis,
or the use of drugs.

The functions of consciousness are (a) monitoring
ourselves and our environment so that we are
aware of what is happening within our bodies and
in our surroundings and (b) controlling our
actions so that they are coordinated with events in
the outside world. Not all events that influence
consciousness are at the center of our awareness at
a given moment. Memories of personal events and
accumulated knowledge, which are accessible but
not currently part of one’s consciousness, are
called preconscious memories. Events that affect
behavior, even though we are not aware of per-
ceiving them, influence us subconsciously.

According to psychoanalytic theory, some emo-
tionally painful memories and impulses are not
available to consciousness because they have been
repressed — that is, diverted to the unconscious.
Unconscious thoughts and impulses influence our
behavior even though they reach consciousness
only in indirect ways — through dreams, irrational
behavior, and slips of the tongue.

The notion of automaticity refers to the habitua-
tion of responses that initially required conscious
attention, such as driving a car.

Sleep, an altered state of consciousness, is of
interest because of the rhythms evident in sleep
schedules and in the depth of sleep. These rhythms
are studied with the aid of the electroencephalo-
gram (EEG). Patterns of brain waves show four
stages (depths) of sleep, plus a fifth stage charac-
terized by rapid eye movements (REMs). These
stages alternate throughout the night. Dreams
occur more often during REM sleep than during
the other four stages (NREM sleep).

The opponent-process model of sleep proposes
that two opposing processes — the homeostatic
sleep drive and the clock-dependent alerting
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process — interact to determine our tendency to
fall asleep or remain awake. Whether we are
asleep or awake at any given time depends on the
relative forces exerted by the two processes. There
are a variety of sleep disorders, including sleep
deprivation, insomnia, narcolepsy, and apnea.

Freud attributed psychological causes to dreams,
distinguishing between their manifest and latent
content and suggesting that dreams are wishes in
disguise. Other theories see dreaming as a reflec-
tion of the information processing that the brain is
doing while asleep. Recently some theorists have
concluded that dreaming is a cognitive process
that reflects the individual’s conceptions, con-
cerns, and emotional preoccupations.

Meditation represents an effort to alter con-
sciousness by following planned rituals or exer-
cises such as those of yoga or Zen. The result is a
somewhat mystical state in which the individual is
extremely relaxed and feels divorced from the
outside world.

Hypnosis is a responsive state in which individuals
focus their attention on the hypnotist and his or
her suggestions. Some people are more readily
hypnotized than others, although most people
show some susceptibility. Characteristic hypnotic
responses include enhanced or diminished control
over movements, distortion of memory through
posthypnotic amnesia, and positive and negative
hallucinations. Reduction of pain is one of the
beneficial uses of hypnosis.

Psychoactive drugs have long been used to alter
consciousness and mood. They include depres-
sants, such as alcohol, tranquilizers, and inha-
lants; cannabis, such as marijuana and hashish;
opiates, such as heroin and morphine; stimulants,
such as amphetamines and cocaine; and ecstasy.

There is considerable controversy over psi, the
idea that people can acquire information about
the world in ways that do not involve stimulation
of known sense organs or can influence physical
events by purely mental means. The phenomena
of psi include extrasensory perception (ESP) in its
various forms (telepathy, clairvoyance, pre-
cognition) and psychokinesis, movement of
objects by the mind.
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CD-ROM LINKS

Psyk.Trek 3.0

Check out CD Unit 4, Consciousness
4a Biological rhythms

4b  Sleep

4c  Abused drugs and their effects
4d Drugs and synaptic transmission
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I f you have ever experienced a panic attack, you know that it is a terrifying
experience: your heart is racing, you feel out of breath and perhaps even
faint, and you are convinced that something terrible will happen. A panic
attack can be thought of as an overreaction to a real or perceived threat in the
environment. The symptoms are the result of the excitation of the sympathetic
division of the autonomic nervous system (recall the “fight-or-flight> response
discussed in Chapter 2). Panic attacks are not at all uncommon, especially
during times of stress: up to 40 percent of young adults have occasional panic
attacks (see Chapter 15).

Far fewer individuals develop a panic disorder — in these cases the attacks
are frequent and the intense worry about them interferes with everyday life.
Research has shown that the most effective form of treatment for panic disorders
is (see Chapter 16). This is a treatment method that
involves procedures to change maladaptive cognitions and beliefs. Cognitive
behavior therapy has its roots in , a general term referring to
treatment methods based on the principles of learning and conditioning. The
effectiveness of these forms of therapy suggests that some of the behaviors
involved in panic disorders seem to be learned responses, which may be
unlearned in the therapy.

Learning and conditioning are the topics of this chapter. We will engage in a
systematic analysis of learning that will give you insight into how experience
alters behavior. is defined as a relatively permanent change in
behavior that occurs as a result of experience. Behavior changes that are due to
maturation or to temporary conditions (such as fatigue or drug-induced states)
are not included.

Not all cases of learning are the same, though. There are two basic kinds of
learning: non-associative learning and associative learning.

involves learning about a single stimulus, and it includes habituation
and sensitization. is a type of non-associative learning that is
characterized by a decreased behavioral response to an innocuous stimulus.
For example, the sound of a horn might startle you when you first hear it. But
if the horn toots repeatedly in a short time, the amount that you are startled by
each sound progressively decreases. In contrast, is a type of non-
associative learning whereby there is an increase in a behavioral response to an
intense stimulus. Sensitization typically occurs when noxious or fearful stimuli

are presented to an organism. For example, the acoustic startle response to a

horn is greatly enhanced if you enter a dark alley right before the loud sound.
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Both habituation and sensitization are typically relatively
short-lived, lasting for minutes to hours. Although these
types of learning are quite simple, they are exceptionally
important for determining what an organism attends to in
the world. Indeed, the fact that non-associative learning
can be demonstrated in all animals, ranging from single-
celled paramecia to humans, is a testament to the
importance of this form of learning. We will revisit
non-associative learning in the section on the brain and
learning.

is much more complicated than
non-associative learning, because it involves learning
relationships among events. It includes classical con-
ditioning and instrumental conditioning. Classical and
instrumental conditioning both involve forming associa-
tions — that is, learning that certain events go together. In
this chapter, we will discuss these forms of learning in
detail. In classical conditioning, an organism learns that

PERSPECTIVES ON LEARNING

Recall from Chapter 1 that three of the most important
perspectives on psychology are the behaviorist, cognitive,
and biological perspectives. As much as any area in psy-
chology, the study of learning has involved all three of
these perspectives.

Most of the early work on learning, particularly on
conditioning, was done from a behaviorist perspective.
During the early decades of the last century, especially in
North America, this approach to the study of behavior took
psychology by storm. The most important ‘spokesman’ for
behaviorism was the American John Watson. A brief article
he published in 1913, entitled ‘Psychology as the Behav-
iorist Views it’ is referred to as ‘the behavioristic manifesto’.
His ideas were formulated in response to the writings by
some of the ‘founding fathers’ of psychology, such as
William James, E. B. Titchener and Wilhelm Wundt.
William James was interested in topics like consciousness
and emotion and Titchener was devoting his research to the
study of mental structures. The German Wilhelm Wundst, as
we saw in Chapter 1, was the first to establish a laboratory
dedicated to the study of psychology. His method of inquiry
was that of introspection. In Watson’s opinion, the methods
of psychology were too subjective. Watson also argued that
the subject matter of psychological research should not be
consciousness, but rather bebavior. He was inspired by
animal studies carried out by the Russian Ivan Pavlov and
believed that his experiments afforded psychologists with a
scientific method of inquiry: objective and replicable.
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one event follows another. For example, a baby learns
that the sight of a breast will be followed by the taste of
milk. In instrumental conditioning, an organism learns
that a response it makes will be followed by a particular
consequence. For example, a young child learns that
striking a sibling will be followed by disapproval from his
or her parents.

Besides classical and instrumental conditioning, this
chapter will cover a more complex form of learning:
observational learning. For other forms of complex
learning in humans, the role of memory and cognition are
crucial — these are the topics of Chapters 8 and 9. We will
also take a look at the neural basis of learning, referring
back to concepts introduced in Chapter 2. Lastly,
the importance of motivation for learning is briefly
discussed — you will see that the topic of motivation is
further explored in Chapter 10.

For early behaviorists the focus was on external stimuli
and observable responses, in keeping with the behav-
ioristic dictum that behavior is better understood in
terms of external causes than mental ones. The behavio-
rists’ approach to learning included other key assump-
tions as well. One was that simple associations of the
classical or instrumental kind are the basic building
blocks of all learning processes, regardless of what is
being learned or who is doing the learning — a rat learning
to run a maze or a child mastering arithmetic (Skinner,
1971, 1938). It follows that something as complex as
acquiring a language is presumably a matter of learning
many associations (Staats, 1968). These views led
behaviorists to focus on how the behaviors of non-human
organisms, particularly rats and pigeons, are influenced
by rewards and punishments in simple laboratory
situations.

The findings and phenomena uncovered in this work
continue to form the basis for much of what we know
about associative learning. But as we will see, the
behavioristic assumptions have had to be modified in
light of subsequent work. Understanding conditioning,
not to mention complex learning, requires that we con-
sider what the organism knows about the relations
between stimuli and response (even if the organism is a rat
or a pigeon). This brings in the cognitive perspective.
Moreover, it now appears that no single set of laws
underlies learning in all situations and by all organisms.
In particular, different mechanisms of learning seem to be
involved in different species, which brings in the biolog-
ical perspective.
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The discoveries described in this chapter set the stage
for the ‘cognitive revolution’ in psychology, an intellec-
tual movement in the 1950s championed by Jerome
Bruner and others, who rejected the constraints of
behaviorism (Bruner, 1997): they believed that mental
representations are not only important topics in psy-
chology, but that they can be studied using the scientific
method as well. As described in Chapter 1, this movement
was strengthened by the development of computers in the
second half of the last century. This allowed researchers (for
example, Nobel prize winner Herbert Simon) to simulate
cognitive processes, ushering in a view of human beings as
processors of information — rather than organisms that are
simply conditioned to respond to external events.

It remains invaluable to study the work done by
behaviorists. As you will discover in this chapter, their
experimental paradigms and discoveries have laid the
foundation for much of the research into human behavior
that has been carried out since.

INTERIM SUMMARY

® |earning is a relatively permanent change in behavior
that is the result of experience.

® There are four basic kinds of learning: (1) habituation
and sensitization, (2) classical conditioning, (3)
instrumental conditioning, and (4) complex learning.

CRITICAL THINKING QUESTIONS

1 The ubiquity of learning questions whether any behavior
is innate. Indeed, one could make the argument that all
behavior is learned. Do you agree with this view? Why or
why not?

2 Several paradigms of thought have influenced the
design and interpretation of learning experiments. For
example, behaviorists have focused on observable
changes in behavior that occur with experience, and
cognitive scientists study the architecture of mental
representations that yield learned behavior. Why are
these different approaches important? How has the
emergence of biopsychology influenced the study of
learning?

CLASSICAL CONDITIONING

Ivan Pavlov, a Russian physiologist who had already
received the Nobel Prize for his research on digestion,
made an important discovery in the early years of the
twentieth century. For his research, he was measuring
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dogs’ salivation in response to food — any dog will salivate
when food is placed in its mouth. But Pavlov noticed that
the dogs in his laboratory began to salivate at the mere
sight of a food dish. It occurred to him that the dogs had
perhaps learned to associate the sight of the dish with the
taste of the food, and he decided to see whether a dog
could be taught to associate food with other stimuli, such
as a light or a tone. The elegant experiments that Pavlov
designed to study this question have contributed much to
our understanding of one of the most basic processes of
learning: classical conditioning (often referred to as
‘Pavlovian conditioning’). is a
learning process in which a previously neutral stimulus
becomes associated with another stimulus through
repeated pairing with that stimulus. The food dish was
originally a neutral stimulus: it did not lead to a salivation
response. However, the food itself does cause salivation
when it is placed in the mouth of the dog. After food and
food dish are presented together (‘paired’) repeatedly, the
mere sight of the food dish is enough to cause a salivation
response. The dog has learned that two events (the sight
of a food dish, and the taste of food in the mouth) are
associated.

In this section, you will be introduced to the vocabu-
lary of classical conditioning through a presentation of
Pavlov’s initial findings. Over the years, many psycholo-
gists have devised interesting variations of Pavlov’s
experiments — we will also discuss some of these impor-
tant and more recent discoveries.

Pavlov’s experiments

In Pavlov’s basic experiment, a tube is attached to the
dog’s salivary gland so that the flow of salivation can be
measured. Then the dog is placed in front of a pan into
which meat powder can be delivered automatically. The
dog is hungry and when meat powder is delivered, sali-
vation is registered. This salivation is an

Ivan Paviov with his research assistants and one experimental
subject (the dog).

© CORBIS/BETTMANN
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(UR): an unlearned response elicited by the taste
of the food. By the same token, the food itself is termed
the (US): a stimulus that automat-
ically elicits a response without prior conditioning. The
researcher can also turn on a light in a window in front of
the dog. This event is called a (NS)
because it does not cause salivation — though it may of
course lead to other responses by the dog (such as tail
wagging, jumping, and barking). Next, the researcher will
repeatedly pair the presentation of the food with the light:
first the light is turned on, then some meat powder is
delivered and the light is turned off. This is called the
conditioning phase of the experiment. After a number of
such paired presentations, the dog will salivate in
response to the light even if no meat powder is delivered.
This teaches us that the dog has learned that the two
events (food and light) are associated — the light has
become a (CS), causing a

(CR). Figure 7.1 diagrams the different phases of
Pavlov’s conditioning experiment. In variations on this
experiment, Pavlov used a tone (or other stimuli) instead
of a light, and found similar results in each case.

In a classical conditioning experiment, the researcher
capitalizes on the existence of a certain unconditioned
response, typically a reflex — in our basic example the
salivation. Such responses are part of the natural behav-
ioral repertoire of the animal or human under study (for
example: the eye blink in response to a puff of air on the
eye, or a knee jerk reflex in response to a tap on the knee).

In Pavlov’s experiments, the form of the conditioned
response often mimicked the form of the unconditioned
response — in our basic example it was salivation in both
cases. In most cases, however, it is a bit more complicated
than that. Note that, in our example, you might consider
the salivation in response to the light (the CR) to be
anticipatory: the dog salivates in response to the light,
because it has learned that the light precedes the food. This
anticipatory nature of the conditioned response explains
why in some cases it takes on quite a different form from
the unconditioned response. In this way, classical con-
ditioning can help to explain the complex response humans
have to the repeated intake of specific drugs.

refers to the decreased effect of a drug
when it is taken repeatedly. In other words, increased doses
are required to produce the same effects that were initially
produced with smaller doses. Research has shown that
classical conditioning contributes to drug tolerance. These
insights are important, not in the last place because drug
tolerance is important in drug addiction.

Habitual coffee drinkers will develop a degree of toler-
ance to caffeine: with repeated intake, the effect of the
caffeine (which is to raise blood pressure) is attenuated.
Even though the coffee originally resulted in an increased
blood pressure, it no longer does so after the coffee-drinking
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Figure 7.1 A diagram of Classical Conditioning. Before
conditioning, the unconditioned stimulus (US) causes the
unconditioned response (UR) — this does not have to be learned.
The neutral stimulus (NS) does not lead to a response. During
conditioning, the unconditioned stimulus (US) and the condi-
tioned stimulus (CS) are paired, and their association is learned.
After conditioning, the conditioned stimulus (CS) causes the
conditioned response (CR). In this example, both UR and CR are
salivation.

habit has formed. But when these same habitual coffee
drinkers are given caffeine intravenously (injected directly
into a vein), the original effect of the caffeine returns (Corti
et al., 2002). It appears that drug tolerance is greater when
the drug is taken under the usual circumstances. This effect
is called the ‘situational specificity of drug tolerance’, and it
can be explained by classical conditioning.

The intake of a drug will trigger a compensatory
response of the body — recall our discussion of homeo-
stasis in Chapter 2. When caffeine (the unconditioned
stimulus, US) is consumed and blood pressure is raised
(the unconditioned response, UR), the body responds to
restore homeostasis by bringing the blood pressure back
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down to its normal level. It turns out that when someone
habitually drinks a cup of coffee, this compensatory
response (the conditioned response, CR) will be elicited
by cues related to the habitual caffeine intake (the con-
ditioned stimulus, CS) — the smell of the coffee, for
example. Classical conditioning explains how the body
learned to respond to the situational cues (the CS) that are
associated with regular caffeine intake, simply because of
their repeated pairing with the caffeine intake (the US). In
this way, classical conditioning explains how tolerance
develops: the body’s compensatory response (the CR)
clearly contributes to tolerance for the drug. Another
example is that of alcohol tolerance. Imagine someone
who habitually drinks a few beers. It has been found that
this person will show greater tolerance to the alcohol in a
beer (the usual drink), than when the same amount of
alcohol is consumed in another drink (Remington et al.,
1997).

So, when a habitual user takes a drug under unusual
circumstances (for example an injection of caffeine or
alcohol in an unusual beverage), tolerance to the drug is
reduced because the conditioned compensatory response
is not triggered. This analysis explains the perplexing
finding that most deaths due to an ‘overdose’ of a recre-
ational drug (such as heroin or cocaine) are in fact not
the result of an actual overdose (Siegel, 2001). It has been
reported that, in most of these cases, the habitual user of
the drug took #o more than their normal dose of the
drug — but rather, took it under unusual circumstances (for
example, by injecting in a different part of the body, or in a
different room than normally). The unusual circumstances
deprived the user of the life-saving compensatory response,

Acquisition (US and CS)

14

thereby reducing tolerance to the drug and making it

lethal.

We will return to Pavlov’s original experiments to intro-
duce a few more important aspects of learning through
classical conditioning. Each paired presentation of the CS
(light) followed by the US (food) is called a reinforced
trial. Repeated pairings of the CS and the US strengthen
the association between the two, as illustrated by the
increase in the magnitude of the CR (the salivation
response) in the left panel of Figure 7.2. This is the
stage of the experiment, and the figure repre-
sents the . The largest change in the mag-
nitude of the CR happens in the earliest conditioning
trials, and there is little change in the CR later on.

If the US is subsequently omitted, the CR will gradually
diminish, as illustrated by the middle panel of Figure 7.2.
As you see, after about ten trials or so there is no sali-
vation in response to the light, if it is not followed by
food. represents learning that the CS no longer
predicts the US.

When the experimenter allows the dog to rest for a certain
period, and then presents again only the light, the
(extinguished) salivation response reappears — see right
panel of Figure 7.2. This is called :
no reinforced trials are needed, and the CS again leads to
a CR. As you can see, the recovered CR is weaker than it

Spontaneous

Extinction (CS alone) recovery (CS alone)

24 hour
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Figure 7.2 Acquisition and Extinction of a Conditioned Response. The curve in the panel on the left depicts the acquisition phase of
an experiment. Drops of saliva in response to the CS (before the onset of the US) are plotted on the vertical axis; the number of
trials is plotted on the horizontal axis. After 16 acquisition trials, the experimenter switched to extinction; the results are presented in the

panel in the middle. The panel on the right shows spontaneous recovery of the response after a 24 hour rest period. (Adapted from
Conditioned Reflexes, by E. P. Pavlov. Copyright © 1927 by Oxford University Press. Reprinted by permission of Oxford University Press.)
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was after acquisition. With repeated presentation of the CS
alone, the CR will again diminish. Spontaneous recovery
reflects that the association between the CS and the US that
was originally learned, does not simply disappear during
extinction. Rather, extinction seems to involve the forma-
tion of a new association (between CS and #no US). The
spontaneous recovery of the CR means that the dog
‘remembers’ that the light used to predict food — even
though the response itself was completely extinguished.

Extinction can also be undone by reinforcing the
original association through repeated pairing of the CS
and the US, as it was originally done during acquisition.
The re-learning curve would be steeper than the learning
curve presented in the left panel of Figure 7.2 (re-
learning an association is faster than originally learning
it). This suggests again that the association between the
CS and the US was not forgotten, even though the CR
was extinguished. Consider again the example of our
habitual coffee drinker: the smell of coffee (the CS)
causes the compensatory response to decrease blood
pressure (the CR). This compensatory response will
eventually be extinguished if the coffee drinker switches
to decaffeinated coffee, which constitutes the presenta-
tion of the CS in the absence of the US (the caffeine). But
when this person switches back to drinking regular
coffee, the body will respond by quickly re-learning the
old association.

Pavlov noticed that the dogs that had been trained to have a
conditioned response to a certain tone, would show the
same response to a tone that was slightly higher or lower in
pitch. This is called : the more similar
the new stimuli are to the original CS, the more likely they
are to evoke the same response. Suppose that a person is
conditioned to have a mild emotional reaction to the sound
of a tuning fork producing a tone of middle C. This emo-
tional reaction can be measured by the galvanic skin
response, or GSR, which is a change in the electrical activity
of the skin that occurs during emotional stress. That person
will show a change in GSR in response to higher or lower
tones without further conditioning (see Figure 7.3).

Stimulus generalization accounts in part for a human
or animal’s ability to react to novel stimuli that are similar
to familiar ones — an ability that is clearly adaptive.
Organisms might not be exposed to exactly the same
stimulus very often, but similar stimuli are likely to pre-
dict similar events.

A process that is complementary to generalization is dis-
crimination. Stimulus generalization is a reaction to sim-
ilarities, and IS a reaction to
differences. Conditioned discrimination is brought about
through differential conditioning, as shown in Figure 7.4.
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Figure 7.3 The Gradient of Generalization. Stimulus 0
denotes the tone to which the galvanic skin response (GSR) was
originally conditioned. Stimuli +1, +2, and +3 represent test
tones of increasingly higher pitch; stimuli —1, —2, and —3 rep-
resent tones of lower pitch. Note that the amount of generaliza-
tion decreases as the difference between the test tone and the

training tone increases. (“The Sensory Generalization of Conditioned
Responses with Varying Frequencies of Tone,” from Journal of General
Psychology, Vol. 17, p. 125-148, 1937. Reprinted by permission of the
Helen Dwight Reid Educational Foundation.)
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Figure 7.4 Conditioned Discrimination. The discriminative

stimuli were two tones of clearly different pitch (CS; = 700 Hertz
and CS, = 3,500 Hertz). The unconditioned stimulus, an electric
shock applied to the left forefinger, occurred only on trials when
CS; was presented. The strength of the conditioned response, in
this case the GSR, gradually increased following CS; and extin-

guished following CS.. (Adapted from “Differential Classical Con-
ditioning: Verbalization of Stimulus Contingencies,” by M. J. Fuhrer & P. E.
Baer, reprinted by permission from Science, Vol. 150, December 10,
1965, pp. 1479-1481. Copyright © 1965 by American Association for the
Advancement of Science.)
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Instead of just one tone during conditioning, now there
are two. The low-pitched tone, CS4, is always followed
by a mild forefinger shock, and the high-pitched tone,
CS,, is not. Initially, participants show a GSR to both
tones. During the course of conditioning, however, the
amplitude of the conditioned response to CS; gradually
increases while the amplitude of the response to CS,
decreases. Through this process of differential reinforce-
ment, participants are conditioned to discriminate
between the two tones. It is important to note that the
presentation of CS, leads to a suppression of the response
(lowered GSR). This is because its presentation contains
information for the subject, namely that no shock will
follow. Most of the examples of conditioning we dis-
cussed thus far were examples of excitatory conditioning,
in which case the CS leads to an increase in the proba-
bility or magnitude of a certain response. But differential
reinforcement teaches us that another possible conse-
quence of classical conditioning is a decrease in the
probability or magnitude of a behavioral response — this
is inhibitory conditioning.

Generalization and discrimination occur frequently in
everyday life. A young child who has learned to associate
the sight of her pet dog with playfulness may initially
approach all dogs. Eventually, through discrimination,
the child may expect playfulness only from dogs that look
like hers. The sight of a threatening dog has come to
inhibit the child’s response to approaching dogs.

Once a dog has been conditioned to salivate in response
to a light, it is possible to condition the dog to salivate in
response to another stimulus (for example, a tone), simply
by repeatedly pairing the light and the tone. This is called
. In other words, once the light
has taken on the role of a conditioned stimulus, it
acquires the power of an unconditioned stimulus. If the
dog is now put in a situation in which it is exposed to a
tone (CS;) followed by the light (CS;), the tone alone will
eventually elicit the conditioned response — even though it
was never paired with food. During this conditioning
there must also be trials that reinforce the association
between the light and the food; otherwise, the originally
conditioned association will be extinguished.

The existence of second-order conditioning greatly
increases the scope of classical conditioning. Especially in
humans, most conditioned responses are established
through second-order conditioning. The original US is
usually a biologically significant stimulus, such as food,
pain or nausea. All that is needed for conditioning to
occur is the pairing of that stimulus with another. Con-
sider the plight of cancer patients who are undergoing
chemotherapy to stop the growth of their tumors. Che-
motherapy involves injecting toxic substances (the US)
into the patient, who as a result often becomes nauseated
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(the UR). Young cancer patients are often given ice cream
before the chemotherapy session. The ice cream is
intended to lighten the child’s distress about the treat-
ment, but unfortunately it becomes associated with it. The
ice cream can take on the role of a CS and cause nausea
by itself (Bernstein, 1978, 1999). If the child is then
repeatedly presented with other stimuli, such as certain
toys, followed by ice-cream, the patient may start to
experience unpleasant feelings in response to the toys
alone. This would be a consequence of second-order
conditioning, since the toys were never directly paired
with treatment or nausea.

Classical conditioning also plays a role in emotional
responses like fear. Suppose that a rat in an enclosed
compartment is periodically subjected to electric shock.
Just before the shock occurs, a tone sounds. After
repeated pairings of the tone (the CS) and the shock (the
US), the tone alone will produce reactions in the rat that
indicate fear, including freezing and crouching. In addi-
tion, its blood pressure increases. The rat has been con-
ditioned to be fearful when exposed to what was
previously a neutral stimulus. Humans, too, can be con-
ditioned to be fearful (Jacobs & Nadel, 1985; Watson &
Rayner, 1920). Indeed, classical conditioning of fear
seems to be at the root of several anxiety disorders, such
as post-traumatic stress disorder and panic disorder
(Bouton, Mineka, & Barlow, 2001).

We have seen repeatedly that a conditioned stimulus
leads to a conditioned response, precisely because it pre-
dicts the occurrence of a certain unconditioned stimulus.
Predictability is also important for emotional reactions. If
a particular CS reliably predicts that pain is coming, the
absence of that CS predicts that pain is 7ot coming so that
the organism can relax. The CS has become a ‘danger’
signal, and its absence a ‘safety’ signal. When such signals
are erratic, the emotional toll on the organism can be
devastating. When rats have a reliable predictor that
shock is coming, they respond with fear only when the
danger signal is present; if they have no reliable predictor,
they appear to be continually anxious and may even
develop ulcers (Seligman, 1975). There are clear parallels
to human emotionality. If a dentist gives a child a danger
signal by saying that a procedure will hurt, the child will
be fearful until the procedure is over. In contrast, if the
dentist always tells a child that it won’t hurt, when in fact
it sometimes does, the child has no danger or safety sig-
nals and may become terribly anxious whenever in the
dentist’s office. As adults, many of us have experienced
the anxiety of being in a situation where something dis-
agreeable is likely to happen but no warnings exist for us
to predict it. Unpleasant events are, by definition,
unpleasant, but unpredictable unpleasant events are
downright intolerable (see also Chapter 14).
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Cognitive factors

Pavlov and others believed that it was enough for con-
ditioning to occur if the CS and the US were

— that is, the CS and the US occur close
together in time. Pavlov was careful not to make any
claims about the organism’s cognitive understanding of
relationships between stimuli; such internal events were
considered not to be observable. From our previous dis-
cussion, however, it would seem that conditioning occurs
if the CS predicts the US. In such cases, we say that the US
is on the CS (the US is more likely to occur
when the CS is presented, than when it is not presented).
Some researchers indeed argued that the critical factor
behind classical conditioning is what the animal knows
(Bolles, 1972; Tolman, 1932). In this cognitive view,
classical conditioning gives an organism new knowledge
about the relationship between two stimuli: given the CS,
the organism has learned to expect the US (Rescorla,
1968).

In a series of important and elegantly designed
experiments, Rescorla (1968) contrasted contiguity and
contingency. He was able to show that the CS must be a
reliable predictor of the US. Mere temporal contiguity is
not enough for conditioning to occur. The procedure for
one of these experiments is depicted in Figure 7.5. There
are two groups of rats, group A and B. The number of
temporally contiguous pairings of tone and shock was the
same in both groups. So, if temporal contiguity determines
conditioning, both groups of rats should show equal
amounts of conditioning. What was different however,
was the contingency of the shock on the tone: for group A
all shocks were preceded by tones, whereas for group B
shocks were equally likely in the presence and absence of

the tone. Therefore, the tone was highly predictive of the
shock for group A, but it had no predictive power for
group B. So, if contingency determines conditioning, we
would expect only group A to exhibit conditioning. And
this is exactly what Rescorla found: only the rats in group
A developed a conditioned fear response. In other groups
in the experiment (not shown in Figure 7.5), the strength
of the conditioning was directly related to the predictive
value of the CS in signaling the occurrence of the US.
Subsequent experiments supported the conclusion that
the predictive relationship between the CS and the US is
more important than either temporal contiguity or the
frequency with which the CS and US are paired (Rescorla,
1972).

Biological constraints

Early behaviorists assumed that the laws of learning were
the same for all species. Moreover, they assumed that any
CS could be associated with any US through classical
conditioning.

This doctrine places these early behaviorists firmly on
the nurture side of the nature-nurture debate: what an
organism learns, depends entirely on its experiences with
the environment. Others, however, had emphasized the
biological function of the learning process: it allows the
organism to adapt and survive. Early ethologists (for
example, European Nobel Prize winners Konrad Lorentz,
Nikolaas Tinbergen, and Karl von Frisch) made discov-
eries that revealed powerful biological predispositions in
human and animal behavior (Tinbergen, 1951).

Ethologists, like behaviorists, are concerned with the
behavior of animals, but place greater emphasis on

Trial number 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

=4
< Tone(cs) =N—NLIL_—__MLIl Il Il Il 5+ US
£y CS only =4
o US only =0
O Shock (US) — I I I Neither =8
@ Tone(Cs) —NL—ILIL _____FLIML__ML__Iml I CSeUS =4
e CS only =4
2 Us onl =4
§ shockus) = I L LI | (Sorty =4

Figure 7.5 Rescorla’s Experiment. For each group, the events for 16 trials are presented. On some trials the CS occurs and is
followed by the US (CS + US); on other trials the CS or US occurs alone; and on still other trials, neither the CS nor the US occurs. The
boxes to the far right give a count of these trial outcomes (CS+US, CS only, US only, or neither stimulus) for the two groups. The
number of CS + US trials is identical for both groups, as is the number of trials on which only the CS occurs. But the two groups differ in
the number of trials on which the US occurred alone (never in Group A and as frequently as any other type of trial in Group B). A

conditioned response to CS developed readily for Group A but did not develop at all for Group B. (R. A. Rescorla (1967) “Pavlovian
Conditioning & Its Proper Control Procedures,” from Psychological Review, Vol. 74:71-80. Copyright © 1967 by the American Psychological

Association.)
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evolution and genetics — and they study the behavior of
animals in their natural environment. This perspective on
learning draws attention to the fact that exactly what an
organism needs to learn depends on its evolutionary
history — to some extend animals are ‘pre-programmed’ to
learn particular things in particular ways.

Consider the example of a . Many
of us have had the experience of becoming ill after eating a
certain food, and would not want to eat that particular
food ever again. Garb and Stunkard (1974) found that over
one-third of people have had at least one such experience.
Typically, a novel food was eaten and the person got ill
(nausea and vomiting) within a few hours. Learned taste
aversions at first seem typical instances of classical con-
ditioning: the taste of the food has become associated with
the illness. However, upon closer inspection, the con-
ditioning does not entirely comply with the rules of classical
conditioning. First of all, most taste aversions occur after
just one bad experience with the food — no repeated pair-
ings are necessary. Secondly, the CS-US interval is usually
very long: the illness (the US) occurs a few hours after the
ingestion of the food (the CS). From an evolutionary per-
spective, it is very easy to see what is adaptive about the
ability of an organism to be able to learn to avoid particular
foods in a single trial: the organism will avoid food that is
potentially harmful. The existence of learned taste aversions
shows that organisms are very selective in what they are
able to learn: certain associations are learned very readily,
while others may never be learned.

Garcia and Koelling (1966) carried out a series of
controlled experiments that reveal the importance of
biological predispositions in learning. One of their
experiments is diagrammed in Table 7.1. In the first stage
of the experiment, an experimental group of rats is
allowed to lick at a tube that contains a flavored solution.
Each time the rat licks the tube, a click and a light are
presented. The rat experiences three stimuli simulta-
neously — the taste of the solution, as well as the light and
the click. In the second stage of the experiment, rats in the
experimental group are mildly poisoned with lithium

chloride. Which stimuli — the sweet taste or the light-plus-
click — will become associated with feeling sick? To answer
this question, in the third and final stage, rats in the
experimental group are again presented with the tube.
Sometimes the solution in the tube has the same flavor as
before but there is no light or click, and at other times the
solution has no flavor but the light and click are presented.
The animals avoid the solution when they experience the
taste, but not when the light-plus-click is presented.
Therefore, the rats have associated only taste with feeling
sick. These results cannot be attributed to taste being a
more potent CS than light-plus-click, as shown by the
control condition of the experiment, which is diagrammed
at the bottom of Table 7.1. In the second stage, instead of
being mildly poisoned, the rat is shocked. In the final stage,
the animal avoids the solution only when the light-plus-
click is presented, not when it experiences the taste alone
(Garcia & Koelling, 1966).

So, taste is a better signal for sickness than for shock,
and light-plus-click is a better signal for shock than for
sickness. Why does this selectivity of association exist? It
does not fit with the early behaviorist idea that equally
potent stimuli can be substituted for one another. Because
taste and light-plus-click can both be effective conditioned
stimuli, and being sick and being shocked are both effective
unconditioned stimuli, it should have been possible for
either CS to become associated with either US. On the other
hand, selectivity of association fits perfectly with the etho-
logical perspective and its emphasis on an animal’s evolu-
tionary adaptation to its environment. In their natural
habitat, rats rely on taste to select their food. Consequently,
there may be a genetically determined relationship between
taste and intestinal reactions that fosters an association
between taste and sickness but not between light and
sickness. Moreover, in a rat’s natural environment, pain
resulting from external factors like cold or injury is invar-
iably due to external stimuli. As a result, there may be a
built-in relationship between external stimuli and ‘external
pain’, which fosters an association between light and shock
but not one between taste and shock.

An experiment on constraints and taste aversion The design of an experiment showing that taste is a better signal for sickness
than shock, whereas light-plus-sound is a better signal for shock than sickness. (J. Garcia and R. A. Koelling (1966) ‘The Relation
of Cue to Consequence in Avoidance Learning,” Psychonomic Science, 4: 123-124. Reprinted by permission of the Psychonomic

Society.)

Condition Conditioned stimuli (CS)

Poison Sweset taste; light + click Lithium chloride
Shock Sweset taste; light + click Footshock
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Unconditioned stimulus (US)

Result

Taste — suppression of drinking

Light + click - no suppression of drinking
Taste — no suppression

Light + click — suppression of drinking
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If rats learn to associate taste with sickness because it
fits with their natural means of selecting food, another
species with a different means of selecting food might have
trouble learning to associate taste with sickness. This is
exactly what happens. Birds naturally select their food on
the basis of looks rather than taste, and they readily learn
to associate a light with sickness but not to associate a taste
with sickness (Wilcoxin, Dragoin, & Kral, 1971). Here,
then, is a perfect example of different species learning the
same thing — what causes sickness — by different means. In
short, if we want to know what may be conditioned to
what, we cannot consider the CS and US in isolation.
Rather, we must focus on the two in combination and
consider how well that combination reflects built-in rela-
tionships. This conclusion differs considerably from the
assumption that the laws of learning are the same for all
species and situations. In fact, several recent theorists have
explored classical conditioning by using a behavior systems
approach that considers the evolutionary history of the
behaviors under study (Fanselow, 1994).

INTERIM SUMMARY

® |n classical conditioning, a conditioned stimulus (CS)
that consistently precedes an unconditioned stimulus
(US) comes to serve as a signal for the US and will elicit
a conditioned response (CR) that often resembles the
unconditioned response (UR).

® For classical conditioning to occur, the CS must be a
reliable predictor of the US; that is, there must be a
higher probability that the US will occur when the CS
has been presented than when it has not.

® The ability of stimuli to become associated in a classical
conditioning experiment is constrained by biology and
evolution.

CRITICAL THINKING QUESTIONS

1 In classical conditioning, it is generally believed that
associations between the CS and US, rather than the CS
and UR, are the essence of conditioning. Can you think of
an experiment that might differentiate these possibilities?

2 Some anxiety disorders in humans may be mediated by
classical conditioning. For example, patients with panic
disorder often experience panic attacks in situations that
they have experienced before. Further, panic attacks
can be precipitated when bodily sensations reminiscent
of panic, such as increases in heart rate, occur during
exercise. Can you describe the onset of panic attacks in
terms of classical conditioning? What are the CS, US,
CR, and UR?
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INSTRUMENTAL CONDITIONING

In classical conditioning, the conditioned response is a
response that was part of the animal’s natural repertoire —
like salivation. But how do dogs learn new ‘tricks’, like
rolling over and playing dead? If you have ever trained a
dog to perform such tricks, you know that it involves
rewarding the dog whenever it does what you want it to
do. Initially, you will reward the dog for approximating
the desired behavior, but eventually you will only reward
it if it performs the entire trick. In ,
certain behaviors are learned because they operate on
the environment. Your dog learns that performing the
trick results in food: the behavior is instrumental in pro-
ducing a certain change in the environment. If we think of
the dog as having food as a goal, instrumental con-
ditioning (which is also called operant conditioning)
amounts to learning that a particular behavior (called the
‘response’ — in this case rolling over) leads to a particular
goal (Rescorla, 1987). Classical conditioning involves
learning the relationship between events; instrumental
conditioning (also called ‘operant conditioning’) involves
learning the relationship between responses and their
outcomes.

In this section, we will review the findings of B. F.
Skinner, an American psychologist who contributed
much to our understanding of instrumental conditioning.

B. F. Skinner was a pioneer in the study of instrumental
conditioning.

NINA LEEN, © LIFE MAGAZINE/TIME PIX
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By the 1950s, Skinner was the leading proponent of
behaviorism in the United States. As before, we will also
discuss more recent discoveries and insights.

The study of instrumental conditioning did not begin
with Skinner’s work. E. L. Thorndike carried out a series
of important experiments at the turn of the twentieth
century (Thorndike, 1898). He was inspired by the
writings of Charles Darwin, which contained many
anecdotes about animals revealing seemingly intelligent
and insightful behavior. But Thorndike felt that, to study
animal intelligence, controlled experiments should be
carried out. From his experiments, Thorndike concluded
that animals, unlike humans, do not learn by developing
some (an understanding of the situation, leading
to the solution of a problem) — rather, they learn through
trial-and-error. In a typical experiment, a hungry cat is
placed in a cage whose door is held fast by a simple
latch, and a piece of fish is placed just outside the cage.
Initially, the cat tries to reach the food by extending its
paws through the bars. When this fails, the cat moves
about the cage, engaging in a variety of behaviors. At
some point it inadvertently hits the latch, frees itself, and
eats the fish. Researchers then place the cat back in its
cage and put a new piece of fish outside. The cat goes
through roughly the same set of behaviors until once
more it happens to hit the latch. The procedure is
repeated again and again. Over a number of trials, the
cat eliminates many of its irrelevant behaviors, and
eventually it opens the latch and frees itself as soon as it
is placed in the cage. The cat has learned to open the
latch to obtain food.

It may sound as if the cat is acting intelligently, but
Thorndike argued that there is little ‘intelligence’ oper-
ating here. There is no moment in time when the cat
seems to have an insight about the solution to its prob-
lem. Instead, the cat’s performance improves gradually
over a series of trials. The cat appears to be engaging in

, and when a reward immediately
follows one of those behaviors, the learning of the action
is strengthened. Thorndike referred to this strengthening
as the . He argued that in instrumental
learning, the law of effect selects from a set of random
responses only those that are followed by positive
consequences.

Skinner’s experiments

Skinner’s method of studying instrumental conditioning
was simpler than Thorndike’s: he studied only one
response at a time. In a Skinnerian experiment, a hungry
animal — usually a rat or a pigeon — is placed in a box like
the one shown in Figure 7.6, which is called an operant
chamber (also referred to as a Skinner box). The inside of
the box is bare except for a protruding bar with a food
dish beneath it. A small light above the bar can be turned
on at the experimenter’s discretion. Left alone in the box,
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Figure 7.6 Apparatus for Instrumental Conditioning: the
Operant Chamber. This photograph shows an operant cham-
ber (often called a ‘Skinner box’) with a magazine for delivering
food pellets. The computer is used to control the experiment and
record the rat’s responses.

the rat moves about, exploring. Occasionally it inspects
the bar and presses it. The rate at which the rat first
presses the bar is the baseline level.

After establishing the baseline level, the experimenter
activates a food magazine located outside the box. Now,
every time the rat presses the bar, a small food pellet is
released into the dish. The rat eats the food pellet and
soon presses the bar again. The food reinforces bar
pressing, and the rate of pressing increases dramatically.
If the food magazine is disconnected and pressing the bar
no longer delivers food, the rate of bar pressing dimin-
ishes. An instrumental response that is not reinforced
undergoes extinction, just as a classically conditioned
response does.

Instrumental conditioning increases the likelihood of a
response by following the behavior with a reinforcer
(often something like food or water). Because the bar is
always present in the Skinner box, the rat can respond to
it as frequently or as infrequently as it chooses. The
organism’s rate of response is therefore a useful measure
of the instrumental learning; the more frequently the
response occurs during a given time interval, the greater
the learning.

© RICHARD WOOD/INDEX STOCK
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In instrumental conditioning, an environmental event that
follows behavior produces either an increase or a decrease
in the probability of that behavior. refers to
the process whereby the delivery of an stimulus increases the
probability of a behavior. Reinforcement can be done by
giving an appetitive stimulus ( )
or by the removal of an aversive stimulus (

). In other words: there may be either a posi-
tive or a negative contingency between the behavior and
reinforcement. A positive contingency means that some-
thing is given: for example, bar pressing is followed by food.
A negative contingency means that something is taken
away: for example, bar pressing terminates or prevents
shock. Punishment is the converse of reinforcement: it
decreases the probability of a behavior, and consists of the
delivery of an aversive stimulus ( , or
simply ‘punishment’) or the removal of an appetitive stim-
ulus ( or ‘omission training’). Again,
note that there may be either a positive contingency between
the behavior and punishment (bar pressing is followed by
shock) or a negative contingency (bar pressing terminates or
prevents food delivery). (See the Concept Review Table.)

Although rats and pigeons have been the favored
experimental subjects, instrumental conditioning applies to
many species, including our own. Indeed, instrumental
conditioning has a good deal to tell us about child rearing.
A particularly illuminating example is the following case. A
young boy had temper tantrums if he did not get enough
attention from his parents, especially at bedtime. Because

Types of reinforcement and punishment

Type Definition

Positive reinforcement Delivery of a pleasant or
appetitive stimulus following
a behavioral response

Effect

Increases the frequency of the
behavioral response

the parents eventually responded to the tantrums, their
attention probably reinforced the boy’s behavior. To
eliminate the tantrums, the parents were advised to go
through the normal bedtime ritual and then ignore the
child’s protests, painful though that might be. If the rein-
forcer (attention) was withheld, the behavior should be
extinguished — which is just what happened. The time the
child spent crying at bedtime decreased from 45 minutes to
not at all over a period of only seven days (Williams,
1959). This is an example of omission training because
withholding something the boy wanted (parental attention)
decreased the behavioral response (bedtime crying).

Suppose that you want to use instrumental conditioning to
teach your dog a trick — for instance, to get the mail from
the slot in your front door. You cannot wait until the dog
does this naturally and then reinforce it, because you may
wait forever. When the desired behavior is truly novel, you
have to condition it by taking advantage of natural var-
iations in the animal’s actions. To train a dog to get the
mail, you can give the animal a food reinforcer each time it
approaches the door, requiring it to move closer and closer
to the mail for each reinforcer until finally the dog grabs
the mail. This technique, called , is reinforcing only
variations in response that deviate in the direction desired
by the experimenter. Animals can be taught elaborate
tricks and routines by means of shaping. Two psycholo-
gists and their staff trained thousands of animals of many
species for television shows, commercials, and county fairs

Example

If studying is followed by a high grade on
an exam, then the incidence of studying
before exams will increase

Negative reinforcement Removal of an unpleasant or
aversive stimulus following a

behavioral response

Increases the frequency of the
behavioral response

If leaving a study area removes you from
a noisy classmate, then the time you
spend away from the study area will
increase

Positive punishment
(‘Punishment’)

Delivery of an unpleasant or
aversive stimulus following a
behavioral response

Decreases the frequency of the
behavioral response

If your professor embarrasses you for
asking a question in class, then the like-
lihood you will ask questions in class will
decrease

Negative punishment
(‘Omission training’)

Removal of a pleasant or
appetitive stimulus following
a behavioral response
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Decreases the frequency of the
behavioral response

If your girl- or boyfriend withholds affec-
tion whenever you watch TV, the time you
spend in front of the TV will decrease
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Pigeon sitting

Pigeon pecking key

Pigeon rewarded

Figure 7.7 Search and Rescue by Pigeons. The Coast Guard has used pigeons to search for people lost at sea. Shaping methods
are used to train the pigeons to spot the color orange, the international color for life jackets. Three pigeons are strapped into a Plexiglas
chamber attached to the underside of a helicopter. The chamber is divided into thirds so that each bird faces in a different direction.
When a pigeon spots an orange object, or any other object, it pecks a key that buzzes the pilot. The pilot then heads in the direction
indicated by the bird that responded. Pigeons are better suited than people for the task of spotting distant objects at sea. They can stare
over the water for a long time without suffering eye fatigue, they have excellent color vision, and they can focus on a 60- to 80-degree
area, whereas a person can focus only on a 2- to 3-degree area. (After Simmons, 1981)

(Breland & Breland, 1966). One popular show featured
‘Priscilla, the Fastidious Pig’. Priscilla turned on the TV set,
ate breakfast at a table, picked up dirty clothes and put
them in a hamper, vacuumed the floor, picked out her
favorite food, and took part in a quiz program by
answering questions from the audience by flashing lights
that indicated yes or no. She was not an unusually bright
pig; in fact, because pigs grow so fast, a new ‘Priscilla’ was
trained every three to five months. The ingenuity was not
the pig’s but the experimenters’, who used instrumental
conditioning and shaped the pig’s behavior to produce the
desired result. Shaping has been used to train pigeons to
locate people lost at sea (see Figure 7.7), and porpoises
have been trained to retrieve underwater equipment.

Importantly, the Brelands’ work also indicated that not
all behaviors could be shaped. For example, they had great
difficulty training raccoons to drop coins into a piggy bank
to receive a food reward. Rather than drop the coins in the
bank to obtain a food reinforcer, the raccoons would rub
them together incessantly, drop them in the bank, pull
them out again, and continue rubbing them together. This
behavior, of course, resembles the behavior that raccoons
normally display to natural food items. The behavioral
predisposition of the raccoon to vigorously manipulate an
object associated with food made it difficult to shape a
novel response. The phenomenon of animals resorting to
biologically natural behaviors is called instinctive drift. Tt
reveals that instrumental conditioning, like classical con-
ditioning, operates under biological constraints.

Most of the reinforcers we have discussed are called
primary because they satisfy basic drives. If instrumental

For more Cengage Learning textbooks, visit www.cengagebrain.co.uk

conditioning occurred only with primary reinforcers, it
would not occur very often because primary reinforcers
are not that common. However, virtually any stimulus
can become a secondary or , which
is a stimulus that has been consistently paired with a
primary reinforcer. Conditioned reinforcers greatly
increase the generality of instrumental conditioning. A
minor variation in the typical instrumental conditioning
experiment illustrates how conditioned reinforcement
works. When a rat in a Skinner box presses a lever, a
tone sounds momentarily and is followed shortly by
delivery of food (the food is a primary reinforcer; the
tone will become a conditioned reinforcer). After the
animal has been conditioned in this way, the experi-
menter begins the extinction process, so that when the
rat presses the lever, neither the tone nor the food
occurs. In time, the animal ceases to press the lever. Then
the tone is reconnected but not the food magazine. When
the animal discovers that pressing the lever turns on the
tone, its rate of pressing increases markedly, overcoming
the extinction even though no food is delivered. The tone
has acquired a reinforcing quality of its own through
classical conditioning. Because the tone was reliably
paired with food, it came to signal food. Secondary
reinforcers apply to human behavior as well: our lives
abound with conditioned reinforcers. Two of the most
prevalent are money and praise. Presumably, money is a
powerful reinforcer because it has been paired so fre-
quently with so many primary reinforcers — we can buy
food, drink, and comfort, to mention just a few of the
obvious things. And mere praise can sustain many
activities without even the promise of a primary
reinforcer.

© (ALL) COURTESY NAVAL OCEANS SYSTEMS CENTER
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Praise is an effective reinforcer for many people.

Again, what was true for classical conditioning holds for
instrumental conditioning as well: Organisms generalize
what they have learned, and generalization can be curbed
by discrimination training. If a young child is reinforced
by her parents for petting the family dog, she will soon
generalize this petting response to other dogs. Because
this can be dangerous (the neighbors might have a vicious
watchdog), the child’s parents may provide some dis-
crimination training so that she is reinforced when she
pets the family dog but not the neighbor’s.
Discrimination training will be effective to the extent
that there is a discriminative stimulus (or a set of them)
that clearly distinguishes cases in which the response
should be made from those in which it should be sup-
pressed. Our young child will have an easier time learning
which dog to pet if her parents can point to an aspect of
dogs that signals friendliness (a wagging tail, for exam-
ple). In general, a discriminative stimulus will be useful to
the extent that its presence predicts that a response will be
followed by reinforcement and its absence predicts that
the response will not be followed by reinforcement (or

Schedules of Reinforcement

Ratio schedules

vice versa). Just as in classical conditioning, the predictive
power of a stimulus seems to be critical to conditioning.

In real life, not every instance of a behavior is reinforced.
For example, hard work is sometimes followed by praise,
but often it goes unacknowledged. If instrumental con-
ditioning occurred only with continuous reinforcement, it
might play a limited role in our lives. Once a behavior is
established, however, it can be maintained when it is
reinforced only a fraction of the time. This phenomenon,
partial reinforcement, can be illustrated in the laboratory
by a pigeon that learns to peck at a key for food. Once
this instrumental response is established, the pigeon
continues to peck at a high rate, even if it receives only
occasional reinforcement. In some cases, pigeons that
were rewarded with food an average of once every five
minutes (12 times an hour) pecked at the key as often as
6,000 times per hour — 500 pecks per pellet of food
received!

Moreover, extinction following the maintenance of a
response on partial reinforcement is much slower than
extinction following the maintenance of a response on
continuous reinforcement. Extinction of pecking in pigeons
reinforced every five minutes takes days, whereas pigeons
reinforced continuously extinguish in a matter of minutes.
This phenomenon is known as the partial-reinforcement
effect. It makes intuitive sense because there is less differ-
ence between extinction and maintenance when rein-
forcement during maintenance is only partial.

When reinforcement occurs only some of the time, we
need to know exactly how it is scheduled — after every
third response? After every five seconds? It turns out that
the schedule of reinforcement determines the pattern of
responding. There are four basic schedules of reinforce-
ment (see the Concept Review Table).

Some schedules are called , because
reinforcement depends on the number of responses the
organism makes. It’s like being a factory worker who gets
paid per piece of work finished. The ratio can be either

Interval schedules

Fixed Fixed ratio (FR): Reinforcement is provided after a Fixed interval (Fl): Reinforcement is provided after a certain
fixed number of responses amount of time has elapsed since the last reinforcement
Variable Variable ratio (VR): Reinforcement is provided after Variable interval (VI): Reinforcement is provided after a certain

a certain number of responses, with the number
varying unpredictably

For more Cengage Learning textbooks, visit www.cengagebrain.co.uk

amount of time has elapsed since the last reinforcement, with the
duration of the interval varying unpredictably



INSTRUMENTAL CONDITIONING

251

FR FI

wv wv

[} [

wv wv

c =

9] 15}

1% o

wv wv

[} [

S S

) o

2 2

) L

s o]

E ]

£ £

E . =] .
(@]} Time v Time

VR \

wv wv

0 o

wv wv

c c

o 5}

1% o

wv wv

o o

S £

) o

> >

=] =}

s 8

= =

£ £

S . = .
(V] Time v Time

Figure 7.8 Typical Patterns of Responding on the Four
Basic Schedules of Reinforcement. Each curve plots an ani-
mal’s cumulative number of responses as a function of time; the
slope of the curve thus indicates the animal’s rate of responding.
The short tick marks on each line indicate the moment rein-
forcement occurred. In the curve for the FR schedule, note the
horizontal segments, which correspond to pauses (they show no
increase in the cumulative number of responses). In the curve for
the Fl schedule, note again that the horizontal segments corre-

spond to pauses. (Adapted from Barry Schwartz, Psychology of
Learning and Behavior, 3/e, with the permission of W. W. Norton & Co.,
Inc.)

fixed or variable. On a fixed ratio schedule (called an FR
schedule), the number of responses that have to be made
is fixed at a particular value. If the number is 5 (FR 5), §
responses are required for reinforcement; if it is 50 (FR
50), 50 responses are required; and so on. In general, the
higher the ratio, the higher the rate at which the organism
responds, particularly when the organism is initially
trained on a relatively low ratio (say, FR 5) and then is
continuously shifted to progressively higher ratios, cul-
minating, say, in FR 100. It is as if our factory worker
initially got $5 for every 5 hems sewn, but then times got
tough and he needed to do 100 hems to get $5. But
perhaps the most distinctive aspect about behavior under
an FR schedule is the pause in responding right after the
reinforcement occurs (see Figure 7.8). It is hard for the
factory worker to start on a new set of hems right after he
has just finished enough to obtain a reward.

On a variable ratio schedule (a VR schedule), the
organism is still reinforced only after making a certain
number of responses, but that number varies unpredict-
ably. In a VR § schedule, the number of responses needed
for reinforcement may sometimes be 1, at other times 10,
with an average of 5. Unlike the behavior that occurs
under FR schedules, there are no pauses when the organ-
ism is operating under a VR schedule (see Figure 7.8),
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Gamblers who play the slot machines are reinforced with payoffs
on a variable ratio schedule. Such a schedule can generate very
high rates of responding.

presumably because the organism has no way of detecting
how far it is from a reinforcement. A good example of a
VR schedule in everyday life is the operation of a slot
machine. The number of responses (plays) needed for
reinforcement (payoff) keeps varying, and the operator has
no way of predicting when reinforcement will occur. Of a
schedules of reinforcment, VR schedules can generate the
highest rates of responding (as casino owners appear to
have figured out).

Other schedules of reinforcement are called interval
schedules, because under these schedules reinforcement is
available only after a certain time interval has elapsed
(and the animal makes a response). Again, the schedule
can be either fixed or variable. On a fixed interval
schedule (an FI schedule), the organism is reinforced for
its first response after a certain amount of time has passed
since its last reinforcement. On an FI 2 (minutes) sched-
ule, for example, reinforcement is available only when
2 minutes have elapsed since the last reinforced response;

© ISTOCKPHOTO.COM/WEBPHOTOGRAPHEER
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responses made during that 2-minute interval have no
effect. One distinctive aspect of responding on an FI
schedule is a pause that occurs immediately after rein-
forcement (see Figure 7.8). This post-reinforcement pause
can be even longer than the one that occurs under FR
schedules. Another distinctive aspect of responding on an
FI schedule is an increase in the rate of responding as the
end of the interval approaches, producing a pattern often
described as a scallop (see again Figure 7.8). A good
example of an FI schedule in everyday life is mail delivery,
which comes just once a day (FI 24 hours) or in some
places twice a day (FI 12 hours). Right after your mail is
delivered, you would not check it again, but as the end of
the mail-deliv